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Resumo

Nesta entrevista concedida aos organizadores do dossié “Inteligéncia
Artificial, racismo algoritmico e outras exclusées”, o pesquisador Tar-
cizio Silva compartilha reflexdes centrais de sua obra seminal Racismo
Algoritmico: inteligéncia artificial e discriminagdo nas redes digitais
(Edicdes Sesc, 2022), uma das primeiras sistematizag¢des criticas sobre
o tema no Brasil. A conversa percorre as bases conceituais e politicas
do racismo algoritmico, analisando como sistemas digitais, de tec-
nologias de reconhecimento facial a plataformas de recomendacao,
reproduzem e aprofundam desigualdades raciais sob a aparéncia de
neutralidade técnica. O livro, nesse sentido, sistematiza o debate sobre
racismo algoritmico e tensiona os limites entre técnica e politica na
era dos dados. O pesquisador também comenta os desafios da escrita
e da curadoria de saberes negros na era dos dados, as tensdes entre
regulagao, ativismo e justica epistémica, bem como as possibilidades
de resisténcia gestadas nas brechas da politica algoritmica.
Palavras-chave

Racismo Algoritmico. Inteligéncia Artificial. Justica Epistémica.

Abstract

In this interview, conducted by the organizers of the dossier “Artifi-
cial Intelligence, Algorithmic Racism, and Other Forms of Exclusion”,
researcher Tarcizio Silva shares key reflections from his seminal work
Racismo Algoritmico: inteligéncia artificial e discriminagdo nas redes
digitais (Edicdes Sesc, 2022), one of the first critical systematizations
on the subject in Brazil. The conversation explores the conceptual and
political foundations of algorithmic racism, analyzing how digital sys-
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tems — from facial recognition technologies to recommmendation platforms — reproduce and deepen racial
inequalities under the guise of technical neutrality. In this sense, the book systematizes the debate on al-
gorithmic racism and interrogates the boundaries between technique and politics in the data age. The re-
searcher also comments on the challenges of writing and curating Black knowledge in the age of data, the
tensions between regulation, activism, and epistemic justice, as well as the possibilities of resistance that
emerge within the cracks of algorithmic politics.

Keywords
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Introducao

A presente entrevista com Tarcizio Silva, autor de “Racismo Algoritmico:
inteligéncia artificial e discriminagao nas redes sociais”, que € o primeiro livro pu-
blicado no Brasil sobre racismo algoritmico, propde uma travessia critica pelas
conexodes entre tecnologia, politica e desigualdade racial. Para potencializar a lei-
tura, as respostas foram organizadas em seis blocos tematicos que permitem
compreender o alcance e a complexidade do debate. No primeiro, Conceito e
fundamentacdo, Silva explicita as bases tedricas do racismo algoritmico, articu-
lando-0 ao racismo estrutural. Em seguida, em Casos, exemplos e diagnosticos,
analisa situacdes emblematicas, do reconhecimento facial aos sistemas de reco-
mendacao. O bloco Tecnologia e poder revela como as big techs e o Estado re-
produzem hierarquias sociais sob a aparéncia de neutralidade. Ja em Resisténcia
e alternativas, sao discutidas estratégias que vao da educacao critica a desobe-
diéncia algoritmica. Em Pessoal e epistémico, o autor reflete sobre os desafios
da escrita e da curadoria de saberes negros, e, por fim, em Futuro e imagindrios,
projeta horizontes para a luta contra o racismo algoritmico. Essa organizacao evi-
dencia nao apenas a densidade das reflexdes de Silva, mas também a relevancia
de sistematizar, em chave critica e pedagdgica, um debate urgente para o Brasil
e 0 mundo.

1 Conceito e fundamentacao

Entrevistadores - No livro, vocé afirma que o racismo algoritmico é uma atu-
alizacao do racismo estrutural. Poderia explicar como essa atualizagdo se da
na pratica e quais sao suas consequéncias sociais mais graves?

Tarcizio Silva — A perspectiva do racismo estrutural tem sido apresentada por
intelectuais negras e antirracistas ha algumas décadas tanto como lente de
analise quanto caminho de incidéncia em politicas publicas. Do ponto de vista do
racismo estrutural como lente de analise, significa abarcar investigacdes sobre
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a relacao sistémica de variaveis culturais, econdmicas, institucionais, politicas e
psicolégicas que tornam o racismo, em paises como o Brasil, um eixo central das
relacdes sociais. Se entender a reproducao das hierarquias raciais de forma mul-
tidimensional e multidisciplinar é necessaria, intelectuais como [sis Conceicdo
propdem que a abordagem estrutural centre a atencao nos arranjos e interacoes
interinstitucionais, aqui entendidas em sentido lato. Apenas olhando dessa for-
ma, podemos refletir as relacdes complexas de retroalimentacao das hierarquias
raciais. Assim podemos entender, por exemplo, como a exclusao deliberada de
personagens negras nos ambientes narrativos populares — como novelas, diga-
mos —esta ligada a baixa representatividade de parlamentares negras e ambas se
conectam com a construcao antidemocratica da universidade brasileira. Quem
pode formular opcdes, opinides e avaliacdes sobre politicas publicas? Quem é
considerado confiavel como representante politico? Quem é considerado um ser
humano completo e complexo — e que pode ser visto como igual sobre o qual
projetamos Nossos anseios, medos, empatia e experiéncia? Todas essas pergun-
tas estao relacionadas e para as respondermos precisamos entender como os
mecanismos de reproducao das estruturas de hierarquia de valor entre humanos
perpassa afetos, recursos, morais, intelectualidades e paixdes multidimensionais.
Assim, lentes estruturais sobre opressdes, incluindo, mas nao sé a opressao racial,
significam entender como as producdes de valores nas relacdes sociais nas varias
esferas da vida se retroalimentam ou se questionam.

Ao entenderem essas relacdes, movimentos de grupos minorizados po-
liticamente tém lutado de forma simultanea em varias camadas da vida social
por inclusao, reconhecimento e reparacao. Sabemos que condenacdes de pes-
soas negras por crimes sem vitimas e de valor irrelevante, como furto de comida,
chegam a instancias superiores do judiciario nao so pelas varias decisdes racistas
das pessoas diretamente envolvidas, mas também pela construcao midiatica e
cultural de desumanizacao de pessoas negras e da construcao da imagética do
gue é o crime e o criminoso. Nesse sentido, a disputa por politicas publicas por
movimentos antirracistas leva em consideracao os diversos fatores e variaveis
gue se conectam em varias dimensodes da vida.

Mas o que acontece quando cada variavel citada acima pode ser incorpo-
rada nos fluxos de decisdes automatizadas delegadas a sistemas que se vendem
como neutros e alienam as possibilidades de resisténcia nos pontos de conflito?
A digitalizacao, plataformizacao e algoritmizacao das relacdes sociais e epistémi-
cas, sobretudo por ser realizada por um punhado de corporacdes vinculadas ao
capital financeiro global, sao modos de retomada de controle dos fluxos de pro-
ducao, reforco ou disputa de valores entre individuos por todo o globo.
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Entao podemos entender racismo algoritmico como o modo pelo qual a dis-
posicao de tecnologias € imaginarios sociotécnicos em um mundo moldado pela
supremacia branca realiza a ordenacao algoritmica racializada de classificacao
social, recursos e violéncia em detrimento de grupos minorizados. Tal ordenacao
pode ser vista como uma camada adicional do racismo estrutural, que vai além
e molda o futuro e horizontes de relacdes de poder adicionando mais opacidade
sobre exploragao e opressao global racializada desde o projeto colonial.

Entrevistadores — Quais autores e teorias foram centrais para vocé formular o
conceito de racismo algoritmico? Ha alguma influéncia de pensadores do Sul
Global que vocé considera essencial nesse debate?

Tarcizio Silva - Subjacente a toda reflexdo sobre racismo e antirracismo no Brasil,
centralizo a contribuicado tedrico e politica de socidlogas, historiadoras, antropolo-
gas e juristas como Sueli Carneiro, Adilson Moreira, Abdias Nascimento, Lélia Gon-
zalez e Isis Conceicdo. Como conceitos-chave para entender o fenédmeno global
do racismo antinegro, a abordagem de contrato racial de Charles Mills e sua lei-
tura, por Sueli Carneiro, sobre o epistemicidio sdo essenciais para entender como
O racismo algoritmico se liga a promocao estratégica da ignorancia.

Em termos de producgdes de impacto global, o estudo do fenémeno “racis-
mo algoritmico” pode ser caracterizado por duas grandes ondas de elaboracgdes.
A primeira é caracterizada por estudos de cientistas da computacao e sociélogas
estadunidenses que abordaram o impacto das tecnologias e ideologias do Vale
do Silicio no aprofundamento das desigualdades de raga, classe e género nos
EUA. Autoras como Alondra Nelson, Latanya Sweeney, Bosah Ebo e Oscar Gandy
Jr., produzem analise sobre racismo, midias sociais, |.A. e tecnociéncia desde a
virada do século. Publicacdes como “The Panoptic Sort”, de 1993, “Cyberimperi-
alism”, de 2000, e “Technicolor: race, technology and everyday life", de 2001, sao
exemplos de producdes que inspiraram e formaram pensadoras criticas sobre
tecnologia dos EUA que hoje sao influentes no Brasil como Ruha Benjamin, Safi-
ya Noble e Simone Browne. Em sua maioria conectam abordagens dos campos
dos Estudos de Ciéncia em Tecnologia e da Economia Politica da Informacao em
conexao com Teoria Critica da Racga.

A partir da década iniciada em 2011, a popularizacao das plataformas de
midias sociais e, posteriormente, a nova fase de hype da inteligéncia artificial,
motivaram reacdes através da emergéncia de trabalhos empiricos multidisci-
plinares. Estudos criticos de bases de dados, auditorias acionaveis e propostas
de metodologias de mitigacao de danos da |.A. caracterizam esta nova onda de
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estudos sobre racismo algoritmico. Pesquisadoras como Joy Buolamwini, Timnit
Gebru, Abeba Birhane, Rediet Abebe representam bem o atual momento. Nao
por acaso as ultimas trés citadas sao de origem ou ascendéncia etiope, que origi-
Nnou uma convergéncia de fatores epistémicos, politicos e cientificos que resultou
em uma geracao que define um olhar global e sistémico sobre as poténcias e
riscos da inteligéncia artificial emm um mundo — ainda — dominado pelo imperial-
ismo, colonialismo e supremacia branca estadunidense.

Quantoaotermoem si,um dos primeiros formuladores de “racismo algorit-
mico” foi Syed Mustafa Ali, que apresenta o conceito em reflexdes sobre como
o0 imaginario de futuro distépico da branquitude ocidental depende da demo-
nizagao colonial do Outro — como da negritude ou do Isla — para estabelecer seu
ideal de desenvolvimento tecnolégico hegembnico como Unico possivel, incluin-
do suas camadas crescentemente explicitas de eugenia e destruicao ambiental.
Para meu trabalho, Ali € uma grande influéncia junto as demais autoras apre-
sentadas, em especial Ruha Benjamin. Em capitulo que pudemos traduzir no
livro “Comunidades, Algoritmos e Ativismos Digitais”, Benjamin faz um apelo que
‘continuemos promovendo investigacdes académicas que nao sejam apenas
sobre processos racializados, mas também apliguem uma lente de estudos ra-
cialmente criticos de ciéncia e tecnologia a todos os aspectos da vida social que
atualmente sao sufocados pelas |6gicas carcerais” que direciona minha abord-
agem de pesquisa.

Entrevistadores - Vocé vé o racismo algoritmico como uma nova camada da
necropolitica (Mbembe), ou como uma forma distinta de governamentali-
dade digital?

Tarcizio Silva - Parece que ambos os conceitos podem ser acionados no pensa-
mento sobre racismo algoritmico. A tentativa de impor ideias de opacidade aos
sistemas algoritmicos se vincula em particular com o componente da necropo-
litica que Achille Mbembe propde ao “deixar viver” ou “deixar morrer”. Apesar
do capitalismo neoliberal vender como diferenciais, em relacao a imaginarios de
vida alternativos, noc¢des de eficiéncia, gestao de dados e estatistica, se fortalece
o ideal de “correlacao suficientemente aproximada” como meta aceitavel. Abord-
agens de aprendizado profundo supostamente acertam o suficiente, ao mesmo
tempo que melhorariam o custo-beneficio das atividades automatizadas — so-
bretudo por aumentar velocidade e escala, enquanto também tentam eliminar o
trabalho, mais notadamente os trabalhadores. Os frequentes erros sao vendidos
como casos isolados, uma postura que tem tido sucesso porque os impactados
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negativamente sao de grupos minorizados racialmente e politicamente.

Nesse sentido, me parece que uma liga entre necropolitica e governamen-
talidade digital, no que tange o racismo algoritmico, é que a desejabilidade da
mediacao algoritmica da vida é reforcada por taticas de promog¢ao da ignorancia
que sao caracteristica indispensaveis do capitalismo racial. A nocao de episte-
mologia da ignorancia, de Charles Mills, cai como uma luva nas investigacoes
sobre inteligéncia artificial pois nos permite explicar como milhdes, incluindo tra-
balhadores subjugados, reforcam o falso imaginario de eficiéncia dos sistemas
algoritmicos.

2 Casos, exemplos e diagnésticos

Entrevistadores — No livro, vocé menciona casos emblematicos envolvendo
reconhecimento facial, filtros de imagem e moderacao de conteudo. Qual
desses exemplos, para vocé, mais evidencia o impacto real do racismo al-
goritmico no cotidiano das pessoas negras?

Tarcizio Silva - Acredito que a corrida por implementar reconhecimento facial
No espaco publico, tanto para seguranca publica quanto para gestao de acesso e
identificacao de pessoas, € um exemplo mais emblematico. Temos uma década
de evidéncias sobre os problemas técnicos, politicos e sociais da tecnologia, mas
ainda assim ela se multiplica no espaco publico brasileiro. A razao principal € que
atualmente ela é vista como mecanismo de controle e segregacao dos grupos
indesejaveis pelos poderes hegemonicos e pela classe média branca gerencial,
gue acreditam que a violéncia estatal e privada mantera apenas negros e pobres
como alvo. Mas a historia do fascismo nos mostra que isso nao € verdade.

Entrevistadores - Vocé acredita que ha um padrao global nas manifestacoes
de racismo algoritmico ou elas assumem caracteristicas especificas em
paises como o Brasil?

Tarcizio Silva - Acredito que algumas particularidades do Brasil podem ser liga-
das a trés aspectos principais: a vulgaridade apartidaria da immaginacao carceraria
No pais; a continua denegacao do racismo; e o aprofundamento das assimetrias
entre empresas de tecnologia e sociedade civil.

Primeiro podemos falar da vulgaridade da imaginacao carceraria da tecno-
logia, um conceito desenvolvido por Ruha Benjamin. Para a sociéloga, a ideologia
tecnocéntrica do capitalismo racial empurra a imaginacao sobre futuro da tecno-
logia para aplicacdes carcerarias e de controle como solugdes para os problemas
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sociais. A policia brasileira mata mais de 6 mil pessoas por ano e estados gover-
nados por direita ou centro-esquerda parecem competir pelas piores politicas de
seguranca publica.

Nao é um detalhe a ser ignorado o fato que o estado que liderou a im-
plementacao de reconhecimento facial no espaco publico, para fins de violéncia
estatal, foi a Bahia, governado ha décadas pelo principal partido de centro-es-
querda no pais, o Partido dos Trabalhadores. A ineficiente implementacao da
tecnologia, que abriu precedentes para as centenas de projetos pelo pais, foi re-
alizada durante o governo de Rui Costa. Anos antes, uma frase do governador
entrou para a histdria da necropolitica brasileira. Ao comentar chacina cometida
por policiais militares que mataram 12 jovens desarmados e rendidos, disse “E
como um artilheiro em frente ao gol”. Hoje Rui Costa € Ministro da Casa Civil do
terceiro governo Lula e possivel corresponsavel pelas mas decisdes ou inércia do
governo federal quanto ao combate ao racismo.

Um segundo ponto no Brasil é a continua denegacao do racismo, denun-
ciada desde sempre por Lélia Gonzalez e outras intelectuais antirracistas. Apesar
do timido avanco no reconhecimento do racismo no pais, fruto da mobilizacao
dos movimentos negros e indigenas, basta uma pequena mudanca de clima ge-
opolitico para que parte da sociedade avance contra as conquistas realizadas. As
politicas de acao afirmativa, por exemplo, apesar de serem reconhecidas pelo
STF como constitucionais sao frequentemente limitadas por taticas institucion-
ais. Mesmo a indcua abordagem DEI, de promocao neoliberal de diversidade pelo
capital financeiro nas corporacoes, esta sempre a um passo de ruir. Vimos em fe-
vereiro de 2025 como a CEO da Vale, apenas poucos dias depois das declaracdes
de Trump e empresas estadunidenses contra politicas de diversidade, correu
para as midias para declarar “a cultura woke esta perdendo espaco” e contrapor
inclusao com performance. Os poderes hegemonicos no Brasil sao mediados,
autorizados ou desautorizados de forma submissa ao centro global do capital — e
buscam qualquer chance de aprofundar seu papel na extracao colonial.

Finalmente, a assimetria das relacdes entre as grandes empresas globais
de tecnologia e pesquisadoras e ativistas brasileiras é outro ponto que agiganta
os desafios para combater o racismo algoritmico no pais. Denunciar e reagir aos
problemas das big tech globais no Brasil significa nao soé trabalhar contra seus
problemas, mas também disputar contra um arsenal local de ferramentas coloni-
ais da branquitude global, incluindo think tanks, lobistas, consultorias de relacdes
governamentais e até laboratoérios e grupos de pesquisa financiados pelas big
tech.
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Entrevistadores — O seu livro mostra que até os “likes” e os sistemas de
recomendacao participam de processos discriminatérios. Como podemos
revelar a opacidade dessas estruturas para o publico leigo, sem simplificar
demais o debate?

Tarcizio Silva - Em grande medida, parece que os impactos dos sistemas algorit-
micos no dia a dia das pessoas levam a uma compreensdao emergente dos proces-
sos discriminatorios mesmo antes da elaboracao tedrica ou ainda da nomeacao
explicita. Entregadores de aplicativo, criadores de midias sociais, cidadaos usando
aplicativos de servicos publicos e até usuarios de softwares de edicao de imagens
conseguem identificar e por vezes denunciar as manifestacdées do problema.
Talvez identificar quais ferramentas associativas, juridicas, politicas ou econémi-
cas podem ser usadas para resolver os problemas seja o grande desafio. A nocao
de que solugdes individuais bastam é reforcada pela disparidade de tempo dis-
ponivel para engajamento com a questao e apoio as lutas coletivas. Talvez revelar
a opacidade das estruturas € um ponto que deve ser acompanhado do ofereci-
mento de alternativas de imaginarios sociotécnicos, solucdes de resolucao, mo-
dos de busca por direitos etc. Por vezes, fazer a ponte entre estas duas camadas
esbarra na rejeicao, pela academia hegemonica, de estabelecer ideais norma-
tivos explicitos. Ha, ainda, pesquisadores que acreditam que a academia apenas
descreve, diagnostica e analisa os problemas — e nao oferece solucdes. Acionar a
triade pesquisa, ensino e extensao, com crescente valorizacao desta ultima, his-
toricamente relegada a um espaco menor, € essencial para enfrentarmos os de-
safios contemporaneos.

3 Tecnologia e poder

Entrevistadores - Vocé argumenta que os algoritmos ndao sdao neutros, mas
refletem interesses, valores e hierarquias. Em sua visao, qual o papel das big
techs na reproducdo dessas hierarquias? Elas atuam por negligéncia, lucro
ou projeto politico?

Tarcizio Silva - As evidéncias mostram uma combinacdo das motivacgdes, que
podem ser mais ou menos explicitas em momentos ou lugares especificos. Ape-
sar do poder gigantesco do capital financeiro e do exercicio interno da autoridade
por CEOs e conselhos das big tech, ao fim e ao cabo cada empresa necessita de
milhares de colaboradores — alguns deles terceirizados de forma precarizada -
mas uma grande parte de profissionais relativamente bem pagos, formados por
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boas universidades e de diferentes classes sociais, ainda que concentrados em
regides especificas. O debate sobre os limites da negligéncia, lucro ou projeto
politico pode ser bem traduzido nas emergéncias de rachaduras internas da epis-
temologia da ignorancia das big tech. Quem sao os profissionais da Google que
organizaram os protestos contra o Projeto Nimbus, que oferece tecnologia para
o apartheid israelense? Qual o perfil demografico de Ibtihal Aboussad e Vani-
ya Agrawal, demitidas apds protestar contra o apoio da Microsoft ao genocidio?
Qual o padrao de género entre as corajosas ex-funcionarias da Meta que denun-
ciaram o Facebook ao Senado americano?

Por outro lado, quais sao as universidades e think tanks que formam os
profissionais brasileiros das big tech que agem contra a propria soberania digi-
tal? Se olharmos o quadro de profissionais das grandes empresas de tecnologia,
fica muito claro que a nocao de interseccionalidade € muito bem entendida pelos
times de recursos humanos das big tech. A identificacao e reproducao de classes
especificas de trabalhadores dispostos a serem engrenagens do poder das big
tech em sua relagao com o avanco da extrema-direita explica como as politicas
de DEI, Diversidade, Equidade e Inclusao, falharam tecnicamente e foram politi-
camente abandonadas com a eleicao de Donald Trump. O compromisso com
responsabilidade social € incompativel com a ideologia dos grandes negodcios
voltados a escala e plataformizacao, portanto as crises internas se multiplicam.
Considerando a correlagao de maior compromisso com responsabilidade empre-
sarial e ética entre profissionais de grupos historicamente minorizados, a coalizao
Trump/big tech precisou avancar contra a diversidade e inclusdo ndo sé pelo rac-
ismo explicito e 6dio da supremacia branca, mas porque esta Ultima precisa da
ignorancia sobre seu papel no capitalismo racial para funcionar.

Entrevistadores - Vocé argumenta que os algoritmos nao siao neutros, mas
refletem interesses, valores e hierarquias. Em sua visao, qual o papel das big
techs na reproducdo dessas hierarquias? Elas atuam por negligéncia, lucro
ou projeto politico?

Tarcizio Silva — — As ofensivas de diminuicdo do estado e de privatizacdo de
servicos publicos estao imbricadas com o uso da algoritmizacao para a promoc¢ao
e manutencao de opressdes e exploracao, inclusive racial. Parte das contratacdes
estatais de tecnologias imprecisas e ineficientes, mas aparentemente vistosas,
beneficiam nado so startups e big techs, mas também redes de intermediarios
gue veem o estado como presa facil para superfaturamento e desova de tecno-
logias e software.
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Assim, uma diferenca notavel reside que na maioria dos paises do Ociden-
te, os niveis de escrutinio possivel do Estado sao muito superiores ao escrutinio e
pressao em empresas privadas. Defender um Estado democratico, plural e par-
ticipativo significa manter um caminho de mitigacao da voracidade do capitalis-
mo. Adicionalmente, para muitas areas o Estado é um dos maiores compradores
de servicos e tecnologias, portanto acaba potencialmente um papel balizador ou
fomentador de “inovacdes”.

Em relevante documento publicado em 2020 pela entao relatora especial
sobre discriminacao racial da Nacdes Unidas, a dra. Tendayi Achiume, é apre-
sentado um diagnostico sobre o papel do estado no combate ao racismo em tec-
nologias digitais emergentes. Para o documento, estados devem tomar medidas
imediatas e efetivas, particularmente nos campos de ensino, educacao, cultura
e informacao, com a visao de combater preconceitos que levam a discriminacao
racial; devem prevenir e eliminar a discriminacao racial no desenho e uso de tec-
nologias digitais emergentes, o que requer aderecar esforcos para resolver a ‘crise
de diversidade’; e tornar avaliacdes de impactos em direitos humanos, igualdade
racial e nao-discriminacao um pré-requisito para a adog¢ao de sistemas baseados
em tais tecnologias por autoridades publicas; entre outras recomendacodes.

O acumulo de evidéncias sobre a relagcao entre promogcao dos sistemas
algoritmicos e aprofundamento das exploracdes e opressdes os tornam incom-
pativeis com um Estado democratico e participativo. As ofensivas para privat-
izacao do Estado e do espaco publico, através da promog¢ao de conceitos como
“GovTech” ou “Smart Cities” tentam também abordar esse problema, removendo
o Estado como forca comumente paradoxal, pois na teoria — e, eventualmente,
Nna pratica — € o lugar de expressao de forca da sociedade civil através da pressao
popular.

Entrevistadores - Como pensar a responsabilizacao ética e juridica de desen-
volvedores e empresas diante das consequéncias discriminatérias de seus
sistemas?

Tarcizio Silva - Hd um ordenamento juridico relevante em paises como o Brasil
que ja permite tomar agdes contra processos discriminatorios realizados por em-
presas e por instituicdes governamentais. Este € um ponto de disputa relevante
gue parte da sociedade civil busca demonstrar e fortalecer. Em areas onde o Bra-
sil tem histdrico relevante de protecao de direitos, como o direito consumerista
e o sistema protetivo de criancas e adolescentes, ha uma farta elaboracao de
analise de casos e propostas sobre quais sao as lacunas que a tecnologia traz-ou
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nao traz. Por exemplo, a nog¢ao de responsabilidade objetiva, segundo a qual uma
empresa deve reparar o dano causado pelo seu produto ou servico independente
de dolo é naturalmente uma abordagem que deve ser replicada para os servicos
baseados em sistemas algoritmicos. Ndao por acaso, boa parte do lobby do setor
privado buscou atacar esse argumento durante os processos deliberativos sobre
regulacao.

Mas a assimetria de poder entre o grande capital e os trabalhadores tem
levado a ofensivas que tentam diluir consensos sobre direitos tanto no aspec-
to juridico quanto regulatério quanto ideoldgico. A chamada “uberizacao” dos
servicos pode ser vista como manifestacao translucida desse processo. Nas Ulti-
mas décadas, as lutas trabalhistas em torno do mundo levaram a consolidacao
de algumas leis, conceitos e dinamicas vistas por um tempo quase como con-
quistas inquestionaveis. Agora, 0s hovos arranjos de exploracao do “trabalho por
aplicativo” conseguiram erodir consensos de uma forma rapida, avassaladora e
plataformizada: portanto em escala e imbricada com ofensivas de exploracao e
opressao em outras camadas. O mesmo grupo de investimento que domina a
iFood no Brasil também é acionista de empresas de financas e educacao plata-
formizada, como Brainly e Udemy, podendo promover crencas falsas de meritoc-
racia e individualismo que reforcam seus processos de exploracao. O termo “CLT”"
ter virado piada em conteudo plataformizado, nas midias sociais, nao € um acaso.

4 Resisténcia e alternativas

Entrevistadores - Quais estratégias vocé considera mais eficazes hoje para
resistir ao racismo algoritmico? Seriam as auditorias, a regulamentacao es-
tatal, a educacao digital critica, ou a desobediéncia algoritmica?

Tarcizio Silva — Acredito que € uma combinacdo das varias abordagens, levando
em conta as limitacdes de cada uma delas. Parece-me que o associativismo € a
busca por coletividade na luta contra o racismo em qualquer modalidade ou es-
paco passa por entender que as tentativas de retrocessos sempre estdo a espreita.
A educacao digital critica, por exemplo, nao significa apenas utilizar as tecnolo-
gias de forma critica, mas também entender quais alternativas existem e o papel
politico que exercem, quais relacdes tentam incorporar € quais processos tentam
normalizar. A regulamentacao estatal pode trazer alguns avangos, mas sempre é
mediada pela efetividade dos processos, geracao de dados e evidéncias, pressao
publica e consolidacao de jurisprudéncia — que também esta sempre em disputa.
Projetos alternativos de desenvolvimento para suprir necessidades reais, como
comunicacao digital, sdo limitados pela concorréncia desleal, problemas de in-
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teroperabilidade de sistemas e institucionalizacao do colonialismo digital. Por
exemplo, quem consegue participar de uma reuniao com ministério do governo
federal sobre um tema de governanca digital precisa usar a plataforma Teams
da Microsoft, veja que absurdo! Talvez a ideia de desobediéncia, resisténcia ou
recusa como horizontes possiveis acaba sendo a liga de todos os processos. Nos
inspirar nas lutas antirracistas de quem veio antes e, muitas vezes, enfrentou
cenarios mais opressivos € essencial. Se a histéria nos mostra que muitos negros
escravizados tiveram a forca gigantesca de defender a sua propria liberdade no
tribunal, qual pesquisador sério — seja essa pessoa negra ou Nao — pode se abster
de denunciar os absurdos normalizados pela exploracao impulsionada pelo tec-
nocentrismao?

Entrevistadores - No campo das tecnologias, vocé enxerga experiéncias que
caminhem na contramao do racismo algoritmico? Ha tecnologias construi-
das com epistemologias negras ou decoloniais que vocé destacaria?

Tarcizio Silva — Parece-me que podemos considerar, a principio, muitos projetos
que desenvolvem iniciativas de superacao das lacunas produzidas pelo coloni-
alismo digital. Na area da linguagem, a producao de modelos e datasets para
linguas chamadas de “baixo recurso” — ou seja, que possuem Mmuito menos dis-
ponibilidade de dados digitais para treinamento € um exemplo. Comunidades
de Processamento de Linguagem Natural em regides da Africa, por exemplo, s&o
exemplos de producao de iniciativas que fogem das demandas do mercado glo-
balizado — ainda que sejam apropriados, em seguida, pelas proprias big tech em
sua voracidade. Redes comunitarias de conectividade, midia alternativa hiper-
local, borbulham pelo Brasil como exemplos de tecnologias digitais voltadas a
necessidades reais.

Mas é também necessario superar premissas falsas qguando pensamos em
tecnologia digital e o que vemos como “inovacao” necessaria. Se o aprendizado
de maquina em escala apresenta tantos absurdos e erros discriminatorios e o seu
objetivo, ao final das contas, € automatizar processos que podem ser feitos por
humanos, sera que devemos mesmo oferecer uma alternativa nos mesmos mol-
des? Ou estamos lavando a imagem irreal de uma tecnologia que se vende como
desejavel no futuro, mas nao consegue se provar hoje? Talvez nao precisemos de
um ChatGPT antirracista. Talvez precisemos que os bilhdes torrados pela OpenlA
e Microsoft sejam direcionados a revalorizacao de bibliotecarias, curadoras, artis-
tas e facilitadores de aprendizado.
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Entrevistadores - No campo das tecnologias, vocé enxerga experiéncias que
caminhem na contramao do racismo algoritmico? Ha tecnologias construi-
das com epistemologias negras ou decoloniais que vocé destacaria?

Tarcizio Silva - A relacdo entre colonialismo, capitalismo e racismo € estreita e
se retroalimenta, portanto, na maioria dos casos o termo “descolonizar os algorit-
mMos” vai ser um oximoro. Sistemas de inteligéncia artificial em escala baseados
em dados pessoais através de modalidades de aprendizado de maquina estao
todos ligados a lucro do setor privado e/ou controle estatal para fins ligados ao
capital. Plataformas de midias sociais, a vigilancia biométrica no espaco publico e
os grandes modelos de linguagem para substituir trabalhadores nao podem ser
descolonizados, pois representam pontas de lanca da violéncia colonial.
Entretanto, se observamos que as abordagens simbdlicas para inteligéncia arti-
ficial foram até, parcialmente, chamadas de “sistemas especialistas” por estarem
relacionados a uma curadoria, controle e sistematizacao fina dos processos, por
profissionais experts no dominio em questao, podemos vislumbrar abordagens
equalitarias quando se trata de fins publicos e transparentes. Mas estes proje-
tos nao sao os que recebem capa da Forbes ou Valor por conquistarem vultosos
aportes do capital financeiro.

A curto prazo descolonizar os algoritmos no contexto real hoje significaria
que comunidadesderegides exploradas,como o Brasil,se articulem pararechacar
as big tech - e conectem com solidariedade internacional para que tais empre-
sas, como Microsoft, IBM e Google, sejam ao menos quebradas em varias outras
devido a concentracao de mercado, concorréncia desleal e antitruste. A curtis-
simo prazo, para nos pesquisadores brasileiros significa nos escandalizarmos e
rechacar o lobby que tais empresas tém realizado em instituicdes de ensino e
pesquisa, incluindo universidades publicas e confessionais, e no setor publico.

5 Pessoal e epistémico

Entrevistadores - Vocé transita entre a pesquisa académica, a curadoria cul-
tural e a militdncia digital. Como essas experiéncias se cruzaram na escrita
do livro?

Tarcizio Silva - Acredito que essa conexdo pode ser melhor avaliada pelas pes-
soas leitoras, mas um esforco deliberado foi reunir um olhar curatorial para o
levantamento de dados, evidéncias e ideias. Entender qualquer fendbmeno de
forma densa significa realizar costura interdisciplinar de abordagens analiticas,
casos, entrevistas, reportagens, documentos e controvérsias que sao sempre in-
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formadas pelo lugar — ainda que sempre transitério — de quem autora um livro.
Todas as pesquisas e livros sao politicos, mas alguns mais sinceros, alguns mais
oposicionais, outros mais reformistas, outros mais conservadores.

Entrevistadores — Que desafios vocé enfrentou ao escrever um livro que ar-
ticula linguagem acessivel com densidade teérica? Houve alguma escolha
estilistica deliberada para dialogar com publicos fora da academia?

Tarcizio Silva - O livro fez parte da colecdo Democracia Digital, uma série pro-
duzida pela Edicdes Sesc com curadoria do Sergio Amadeu, e uma preocupacao
inerente € acessar publicos mais amplos do que o estritamente académico.
Gostei muito de colaborar com a colecao por minha abordagem de pesquisa ser
interdisciplinar justamente para conectar os diferentes modos de olhar para o
problema, assim com os dados e evidéncias. A producao do livro tomou como
fontes nao sé o referencial tedrico-bibliografico do campo, mas também entrevis-
tas com especialistas de diferentes setores e os aprendizados coletados durante
anos de manutencao da “Linha do Tempo do Racismo Algoritmico”, um projeto
de registro, mapeamento e visualizacao de casos de manifestacao do problema.
Ao longo da publicacao, uma decisao estilistica foi costurar ao maximo as reflex-
des com relatos e descricdes fluidas de casos registrados pela imprensa, usuarios
de tecnologias e ativistas. Acredito que essa decisao colaborou bastante com a
circulacao do livro além, é claro, da triste relevancia do tema devido ao aprofun-
damento das violéncias engendradas pelas empresas de tecnologia.

Entrevistadores - Se vocé pudesse escrever uma nova edi¢ao do livro hoje, o
que incluiria de novo, passado esse tempo desde a publicacao?

Tarcizio Silva — Apesar de publicado em fevereiro de 2022, a rigor o livro estava
pronto em outubro de 2020, entao podemos afirmar que temos ai 5 anos de ac-
ontecimentos para poder responder essa pergunta. De 2020 para c3a, parece que
a radicalizacao do capitalismo racial pode ser identificada em varios locais e da-
dos. Na fragil democracia dos Estados Unidos, a maior parte da populacao optou
pelo avanco do extremismo e violéncia mesmo sabendo do histdrico de atuacao
de Donald Trump. Desde sua eleicao, a erosao de instituicdes e avangos sobre
tecnologia, incluindo metodologias de controle de qualidade do NIST (Nation-
al Institute for Standards and Technology) esta sendo empreendida de forma
acelerada. O apartheid israelense foi transformado em genocidio explicito, com
apoio das outras poténcias do Ocidente. As big tech participam felizmente de
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ambos os processos, além de serem beneficiadas pelos conflitos na Africa Cen-
tral ligados a mineracao de insumos como cobalto.

No Brasil, a antidemocratica Comissdo de Juristas responsavel por subsid-
iar elaboracdo de substitutivo sobre inteligéncia artificial no Brasil foi composta
em 2022 sem nenhuma pessoa negra. Especialistas precisaram incidir para que a
comissao incorporasse itens dbvios do ordenamento constitucional como a no¢cao
de “discriminacao indireta”. O projeto de lei foi diluido em 2024 em comissao no
Senado vice-presidida por um ex-ministro bolsonarista que favoreceu os interess-
es do setor privado. Agora em 2025, chegamos ao ponto de lobistas das big tech
e do setor privado brasileiro atacarem até os mecanismos mais simples como
relatorio de impacto, participacao social e a incorporacao de itens previstos pela
adocao do Brasil a Convencdo Interamericana contra o Racismo.

E tudo isso acontece enquanto testemunhamos o colapso climatico e a
superacao da marca do limite de 1,5 °C de aquecimento que provou o fracasso
do Acordo de Paris. Ao invés de acdes enérgicas para salvar o planeta, vemos
propostas desenvolvimentistas caindo no conto da sereia da |.A. e correndo pra
instalar data centers em todo o pais, fragilizando sobretudo grupos minorizados
e reforcando o racismo ambiental.

Considerando esse acumulo, parece que a edicao original do livro foi muito
branda sobre o tipo de reacdes possiveis e desejadas. Talvez um olhar mais radi-
cal sobre os desafios que enfrentamos seja necessario, ainda que pareca inicial-
mente descolado das possibilidades que parecem mais a mao, como incidéncia
legislativa.

6 Futuro e imaginarios

Entrevistadores - Como vocé imagina o futuro da luta contra o racismo al-
goritmico no Brasil? Avancaremos com regulamentacdes ou corremos o risco
de aprofundar desigualdades digitais?

Tarcizio Silva - Parece que estamos em um momento de virada global sobre
a percepcao de futuros possiveis e o papel da ideologia falsamente desenvolvi-
mentista que domina o discurso publico. Os fatores que mencionei na questao
anterior sao tanto sintomas quanto causas desse momento. Infelizmmente nao
acredito que a curto prazo a importancia de centralizar a luta antirracista seja
abarcada por mais setores da sociedade, mas a médio e longo prazo a vulgari-
dade do capital e a sensorialidade do colapso climatico podem empurrar mais
pessoas a repensar o papel de producao coletiva de futuros sustentaveis, super-
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ando o capitalismo racial.

Entrevistadores — O que vocé espera que leitores e leitoras negras sintam ou
pensem ao terminar seu livro? Ha um convite a reexisténcia digital nas entre-
linhas?

Tarcizio Silva - Acho que diferentes modos de reapropriacao, critica e acdo mo-
tivadas pelo livro sao bem-vindas, sobretudo quanto a abandonar a ideologia de
futuro Unico sobre desenvolvimento tecnoldgico. De forma mais especifica e ma-
terial, acredito que o livro se soma a outras producdes intelectuais, em diversos
formatos, que podem facilitar a jornada de jovens pessoas pesquisadoras a darem
passos além nas investigacdes e reivindicagdes sobre justica social frente ao uso
da tecnologia digital para opressao. O grande numero de casos listados no livro
apresenta uma infima fatia das violéncias engendradas por grupos como Meta,
Alphabet, Microsoft, IBM e outros. Se o livro ajudar que mais pessoas liguem os
pontos dos dados, evidéncias e analises e, entdo, rejeitem tanto tais empresas
guanto seus colaboracionistas no pais, acredito que cumprira seu papel.

Conclusao

As reflexdes de Tarcizio Silva reafirmmam que os algoritmos nao sao neutros
na medida em que carregam interesses, reforcam hierarquias e moldam futuros.
Mais do que denunciar, suas palavras convocam a a¢ao coletiva, a desobediéncia
criativa e a reinvenc¢ao de horizontes tecnoldgicos a partir de perspectivas negras
e decoloniais. No rastro desta conversa, permanece a certeza de que enfrentar o
racismo algoritmico é também disputar o imaginario sobre o futuro e que reexis-
tir digitalmente significa reprogramar a propria possibilidade de justica.

Agradecemos a Tarcizio Silva pela disponibilidade generosa em conceder
esta entrevista e compartilhar conosco reflexdes de tamanha relevancia. Esten-
demos nosso reconhecimento as editoras-chefe da Revista Linguagem em Foco,
Profa. Dra. Antonia Dilamar Araudjo (UECE) e Profa. Dra. Débora Liberato Arruda
(UECE), pela confiang¢a no trabalho que realizamos como organizadores do dos-
sié “Inteligéncia Artificial, racismo algoritmico e outras exclusées”.
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