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Resumo

Através da exploracao de um banco de dados real, realizamos um estu-
do empirico para tentar responder as perguntas de pesquisa: se existe
e se é possivel identificarmos vieses discriminatoérios na IA, bem como,
em uma segunda etapa, se ha possibilidade de mitigacao. O procedi-
mento metodoldgico adota,do inclui a fase de identificacao de vieses,
através da aplicacao no banco de dados de trés tipos de técnicas de
processamento (pre-processing, in-processing e post-processing), em
gue os resultados foram comparados e apds verificadas quais as deci-
sdes tomadas pelo modelo, resultando numa IA Explicavel, cujos da-
dos podem ser compreendidos, escrutinados e contestados conforme
os valores descritos em nossa Carta Magna de 1988. Na fase futura de
proposicao de acdes, a fim de aproximar a ética constitucional do fazer
algoritmo, pretendemos “treinar a maquina” para incluir os fundamen-
tos, valores e principios da Constituicao Federal brasileira e ver se o
sistema torna o banco de dados menos enviesado. O objetivo linguis-
tico imediato € desconstruir a crenga na infalibilidade da automacao
e propor melhorias futuras aos operadores de sistemas. Para melhor
compreensao dos preconceitos/discriminacdes reproduzidos pela IA,
0 quadro tedrico da Analise Critica do Discurso e na Teoria Decolonial
serviu de bussola. As contribui¢cdes sao multiplas e se inserem no es-
crutinio de um discurso que se imaginava isento das mazelas sociais e
na aproximacao dos operadores de maquinas de uma ética mais pal-
pavel, prevista em um Documento confiavel. Os resultados ainda sdo
preliminares e s6 dao conta da fase de identificacdo de vieses, pois
conseguimos demonstrar sua existéncia e aponta-los no banco de
dados escolhido. O oferecimento de ferramentas de enfrentamento
ainda ficara para a oportunidade de conclusao da pds-graduacao. Por
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hora, partilhamos a certeza de abusos produzidos nos meios tecnolégicos, em consonancia com os outros
existentes nas outras dreas de nossa sociedade.

Palavras-chave

Algoritmos. Discurso de Neutralidade. Comprovacdo de Vieses. Mitigacao.

Abstract

Through the exploration of a real database, we conducted an empirical study to try to answer the research
questions: whether discriminatory biases exist and can be identified in Al, and, in a second stage, whether
mitigation is possible. The methodological procedure adopted includes a bias identification phase, through
the application of three types of processing techniques to the database (pre-processing, in-processing, and
post-processing), in which the results were compared and the decisions made by the model were verified,
resulting in an Explainable Al, whose data can be understood, scrutinized, and challenged according to the
values described in our 1988 Constitution. In the future phase of proposing actions, in order to bring con-
stitutional ethics closer to algorithm development, we intend to "train the machine" to include the founda-
tions, values, and principles of the Brazilian Federal Constitution and see if the system makes the database
less biased. The immediate linguistic objective is to deconstruct the belief in the infallibility of automation
and propose future improvements for system operators. To better understand the biases/discriminations
reproduced by Al, the theoretical framework of Critical Discourse Analysis and Decolonial Theory served as a
compass. The contributions are multiple and fall within the scrutiny of a discourse that was imagined to be
free from social ills and in bringing machine operators closer to a more tangible ethic, foreseen in a reliable
Document. The results are still preliminary and only account for the bias identification phase, as we were
able to demonstrate their existence and point them out in the chosen database. The offering of coping tools
will be left for the opportunity to complete the postgraduate course. For now, we share the certainty of abus-
es produced in technological means, in line with others existing in other areas of our society.

Keywords

Algorithms. Neutrality Discourse. Bias Verification. Mitigation.

Introducao

Com a ascensao da Inteligéncia Artificial (IA) na vida contemporanea, di-
fundiu-se a ideia equivocada de que essas tecnologias, por estarem alicer¢cadas
em légica matematica, seriam objetivas e neutras. Como observa Gorenc (2025),
esta percepcao comum, frequentemente reforcada por discursos corporativos,
defende que os algoritmos, como extensdes de operac¢des objetivas, nao pode-
riam ser racistas, sexistas ou enviesados.

Mas, embora os sistemas de |A sejam vendidos como capazes de otimizar
processos complexos que vao desde a contratacao de pessoal até a aplicacao da
lei, conforme Rosenthal-von der Putten e Sach (2024), nao nos conformamos com
esses discursos de neutralidade e resolvemos perguntar nessa nossa pesquisa se
e como eles perpetuam preconceitos e quais possibilidades de mitiga-los?

A crenca na infalibilidade da automacao constitui um mito que pretende-
mos desconstruir por meio de investigagcao empirica, estruturada em duas fases:
identificacdo e mitigacao de vieses. Assim, o estudo se justifica pela necessi-
dade de questionar o mito da neutralidade algoritmica e propor caminhos para
sistemas mais éticos e justos.

Assim, através de um estudo empirico com a utilizacao de um banco de
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dados real, vamos buscar responder as indagacdes postas, em duas fases. A pri-
meira fase de verificagcao de vieses sera reportada neste artigo e incluiu a apli-
cacao ao banco de dados de trés técnicas de processamento: pre-processing,
in-processing e post-processing, cujos resultados foram comparado para obter
uma |IA Explicavel, de forma a proporcionar compreensao, escrutinio e contesta-
¢ao das decisdes, tendo por baliza os fundamentos da nossa Constituicao Federal
de 1988, quais sejam, a soberania; a cidadania; a dignidade da pessoa humana; o
trabalho, a livre iniciativa e o pluralismo, bem como dos fundamentos da erradi-
cacao da pobreza e da marginalizacao, a reducao das desigualdades, a promocao
do bem comum e o0 nao preconceito ou discriminacao de qualquer tipo (Brasil,
1988).

A suposicao inicial € que os algoritmos, como sistemas sociotécnicos pro-
fundamente enraizados nos contextos histéricos, sociais e politicos que os pro-
duzem, estdao longe de serem entidades neutras. Ao contrario, achamos que eles
refletem, reproduzem e, em muitos casos, amplificam as estruturas de poder e
as desigualdades existentes. Afinal, como defende Windhorst (2025), a tecnolo-
gia € desenvolvida e utilizada por seres humanos, nao podendo ser neutra, e se
desenvolve dentro de sociedades marcadas por opressdes estruturais, conforme
nos informa Tavarone (2025).

Para identificar possiveis discriminacdes algoritmicas e compreender
coOMmo emergem como expressao tecnoldgica do racismo estrutural (Silva, 2021),
O artigo organiza-se em trés secoes:

Secao 1-"As Multiplas Faces da Discriminacao na Esfera Digital”: apresen-
ta exemplos de racismo, violéncia de género e exclusao interseccional, mostran-
do como mecanismos algoritmicos podem gerar danos concretos e reproduzir
desigualdades.

Secao 2 - “Lentes Criticas para uma Analise Mais Profunda”: aplica a Anali-
se Critica do Discurso e a teoria decolonial para interpretar a condicao algoritmi-
ca e revelar como a linguagem técnica participa da naturalizacao das injusticas
digitais.

Secao 3 - “Anatomia da Injustica Algoritmica”: descreve os mecanismos
técnicos do viés, o problema da opacidade e apresenta os resultados empiricos
obtidos.

Finalmente, nas consideracdes finais serao apresentadas possibilidades
para a tentativa futura de mitigagdes das injusticas encontradas, bem como pro-
posicao de regulagao baseada em valores constitucionais e discutida a importan-
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cia de resisténcia social, sobretudo discursiva.

1 As multiplas faces da discriminagao na esfera digital

Viés, opacidade e ciclos de retroalimentacao ndo sao abstracdes: na esfera
digital, materializam-se em sistemas reais e produzem danos tangiveis a indivi-
duos e comunidades. Esta secao mapeia diferentes faces da discriminacao algo-
ritmica com foco no contexto brasileiro.

O conceito de "racismo algoritmico" € central para a compreensao dos im-
pactos da |IA em sociedades com profundas desigualdades raciais, como o Brasil.
Como atesta autores como Silva (2021), ndo se trata de uma nova forma de pre-
conceito, mas sim representa uma continuagao e moderniza¢ao do racismo es-
trutural ja existente, s6 que desta feita realizada por meios tecnoldgicos.

Na seguranca publica, isso € particularmente evidente. Sistemas de re-
conhecimento facial, apresentados como neutros e eficientes, erram mais para
pessoas negras — sobretudo mulheres negras — do que para homens brancos
(Lisboa; Passos; Ferreira, 2025). No Brasil, cerca de 90% das prisbes com auxilio
dessa tecnologia atingem pessoas negras (Silva; Silva, 2024). O programa “Smart
Sampa”,em Sao Paulo, ilustra o problema ao confundir rostos negros com procu-
rados, reproduzindo o racismo institucional (Oliveira, 2025). Esses resultados sao
coerentes com o perfil do sistema penal, no qual quase 70% da populacao carce-
raria € negra (Silva, 2025).

Além da esfera da seguranca publica, o racismo algoritmico permeia di-
versas outras areas da vida digital, tais como:

+ Moderacao de Conteudo e Liberdade de Expressao: Conteudos de
pessoas negras que denunciam injusticas tendem a ser removidos
de forma desproporcional, por classificacao automatizada que ignora
contexto e silencia vozes (Silva; Silva, 2024).

+ Viés em Motores de Busca e Visao Computacional: Algoritmos de
busca e rotuladores podem perpetuar estereodtipos, como no episddio
em que o Google Fotos classificou pessoas negras como “gorilas”, ex-
pondo viés nos dados de treinamento (Lisboa; Passos; Ferreira, 2025;
Oliveira; Souza, 2024).

« O viés de género: é outra manifestacdo perversa da injustica algorit-
mica, afetando as mulheres de formas que vao desde a exclusao de
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oportunidades econémicas até formas explicitas de violéncia digital.
Os sistemas de IA, treinados com dados que refletem séculos de pa-
triarcado, aprendem e codificam visdes estereotipadas sobre os papeis
e capacidades de género.

« No mundo profissional: o caso da ferramenta de recrutamento da
Amazon tornou-se um exemplo classico. O sistema foi treinado com
uma década de curriculos da propria empresa, que refletiam o domi-
nio masculino na industria tecnoldgica. Como resultado, o algoritmo
aprendeu a penalizar curriculos que continham termos como "mulher"
ou referéncias a faculdades femininas, favorecendo sistematicamente
candidatos do sexo masculino (Viana; Macedo, 2024).

« Modelos de linguagem e traducao: mostram uma forte tendéncia
para associar profissdes a esteredtipos de género. Termos como "enge-
Nnheiro", "programador" e "dirigente" sao consistentemente associados
ao pronome masculino ("ele"), enquanto "enfermeira", "baba" e "recep-
cionista" sao associados ao feminino ("ela"). (Taso; Reis; Martinez, 2022)

« Lingua com género neutro: ao traduzir o inglés (em certos contextos)
para uma lingua com género gramatical marcado como o portugués,
modelos como o GPT-3.5 Turbo tendem a reproduzir estes estereoti-
pos, traduzindo "the doctor" como "o médico" e "the nurse" como "a
enfermeira" (Soares et al., 2023). Este ndao € um problema isolado do
portugués; € um fenémeno global documentado em varias linguas,
que reforca a discursivizacao da mulher em papéis de cuidado ou ser-
vilidade (Hashiguti; Fagundes, 2023).

« A tecnologia de deepfake: criacdo de videos ou imagens falsas hiper-
-realistas tornou-se uma ferramenta potente para a pornografia nao
consensual, o assédio e a humilhacao, afetando desproporcionalmente
mulheres e meninas (Lisboa; Passos; Ferreira, 2025).

Sem sombra de duvidas, essa nova forma de violéncia de género € potente
causadora de danos psicoldgicos, sociais e profissionais profundos e duradouros
as vitimas. A legislacao, tanto no Brasil como no exterior, tem tido dificuldade em
acompanhar a velocidade desta ameaca. Embora leis oferecam alguma prote-
¢ao, sao consideradas insuficientes para lidar com a complexidade de situacdes
e crimes (Vieira, 2025).
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1.1. Invisibilidade Interseccional: a exclusGo agravada de grupos marginalizados

A discriminacao algoritmica raramente opera por um uUnico eixo. Raca, gé-
nero, orientagcao sexual, deficiéncia e classe se cruzam e se agravam mutuamen-
te, produzindo exclusdes interseccionais.

E o caso da Comunidade LGBTQIA+ que, embora muitas vezes eleja a IA
como ferramenta que promove a inclusdo, conectando pessoas de seu grupo a
profissionais que se dizem apoiadores, a comunidade muitas vezes enfrenta invi-
sibilidade e representacao inadequada nos dados que alimentam os modelos de
IA, com potencial de reproduzir desigualdades e exacerbar a violéncia LGBTfobi-
ca (Votelgbt, 2025).

Outro grupo bastante afetado € o das pessoas com deficiéncia. Este gru-
po & um dos mais negligenciados nos estudos sobre viés algoritmico segundo
Gomes; Silva; Neri (2023). Quando sao abordados, frequentemente da para notar
a sua invisibilidade e representacdo distorcida nos conjuntos de dados. As vezes,
0s sistemas algoritmicos podem nao conseguir reconhecer ou classificar corre-
tamente as pessoas com deficiéncia, que sao descartadas como "casos atipicos"
(outliers), perpetuando a sua exclusao e marginalizagao (Moura, 2023)

Isto tem implicacdes graves em areas como a contratacao e os sistemas
de quotas (Requiao; Costa, 2022) que podem ser minados por ferramentas de
triagem automatizadas e enviesadas. Podemos também destacar o caso do Es-
tatuto Socioeconémico, que enfoca os povos Latino Americano, em relacao aos
quais os sistemas de |IA tendem a refletir a realidade de um grupo demografico
restrito: "homens brancos com um determinado estatuto socioecondmico e nivel
de educacgao" diz Arratibel (2025).

Além disso, um exame mais atento das formas como os sistemas algorit-
micos interagem com os grupos marginalizados revela um paradoxo fundamen-
tal: estes grupos sao simultaneamente tornados invisiveis nas fases de concep-
¢ao e de dados, e hipervisiveis para os sistemas de vigilancia e controle punitivo.
Esta ndo € uma contradicao, mas sim duas faces da mesma moeda de poder
algoritmico.

As investigacdes demonstram de forma consistente que as mulheres, as
pessoas negras, as pessoas com deficiéncia e a comunidade LGBTQIA+ estao
sub-representadas ou representadas de forma distorcida nos conjuntos de dados
utilizados para treinar a IA. As suas perspetivas e experiéncias de vida estdao au-
sentes das equipas de desenvolvimento. E a invisibilidade algoritmica acontece
através da falha do sistema que nao consegue "ver" estes grupos como formados
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por sujeitos cujas necessidades devem ser consideradas. Eles tornam-se hiper
visiveis pelo lado negativo: reconhecimento facial e de policiamento, que os mar-
cam como suspeitos.

Este paradoxo revela uma funcao central do poder algoritmico: o olhar
do sistema que nao é neutro, mas seletivo. Ele falha em ndo ver as pessoas mar-
ginalizadas como sujeitos, mas sim como objetos a serem geridos, controlados
ou penalizados. Esta dinamica — invisibilidade como sujeitos, hipervisibilidade
como objetos — € uma manifestacao digital de estruturas de poder opressivas e
coloniais historicas.

2 Lentes criticas para uma analise mais profunda

Para uma compreensao verdadeiramente profunda, € necessario trans-
cender a anadlise puramente técnica ou legal e interpretar o significado socio-
politico e filosdfico da condicao algoritmica. Esta secao aplica quadros tedricos
criticos para desvendar as estruturas de poder, linguagem e conhecimento que
sustentam a injustica digital. Ao examinar o algoritmo como discurso, adotare-
mMos uma perspectiva decolonial, centrada na experiéncia vivida, movendo-nos
de uma descricao do problema para um diagndstico das suas causas fundamen-
tais.

2.1. O algoritmo como discurso: uma perspectiva linguistica critica

A Linguistica Aplicada Critica e a Analise Critica do Discurso (ACD) con-
testam a ideia de cédigo como ente puramente técnico e neutro, propondo que
algoritmos operam de modo analogo a linguagem: produzem significados, cons-
troem realidades e mediam relacdes de poder.

Na pesquisa brasileira em linguistica aplicada critica, o algoritmo é con-
cebido como “materialidade discursiva”. programar nao € apenas executar uma
tarefa técnica, mas um ato de enunciac¢ado. Linhas de cdodigo, arquiteturas de
sistema e escolhas de dados incorporam e materializam valores e pressupostos
ideoldgicos — pessoais (dos programadores) e institucionais (das organizacdes).
Assim, o algoritmo pode ser pensado como estrutura discursiva: combina lingua-
gens computacionais com regras proprias e ganha sentido na relacao com as
l6gicas sociais em que circula.

A ACD fornece ferramentas para investigar essa materialidade: examina
sistemas algoritmicos como praticas de linguagem que constroem identidades
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sociais, negociam poder e reproduzem ideologias. Tal enquadramento é Util para
desmascarar a neutralidade técnica: permite identificar vieses ocultos, mapear
dinamicas de poder e reconhecer pressupostos ideoldégicos embutidos em tec-
nologias e em suas praticas discursivas, contribuindo para o desenho de sistemas
mais equitativos sem perder de vista os condicionantes historicos e politicos que
os atravessam.

2.2 Descolonizar a IA: desafiando a geopolitica da tecnologia

Uma critica fundamental a IA contemporanea emerge de uma perspetiva
decolonial e do Sul Global, que situa a tecnologia na geopolitica do poder e do
conhecimento. Essa lente mostra que a IA nao é universal, mas produto de geo-
grafias, histérias e economias especificas, sobretudo as do Norte Global.

A colonialidade da IA decorre da hegemonia dos Estados Unidos e de ou-
tras nacdes ocidentais no seu desenvolvimento. Como consequéncia, os siste-
mas sao treinados e otimizados para um grupo demografico restrito (homens
brancos com determinado estatuto socioecondmico), o que gera desempenho
inferior e vieses quando aplicados a outras populagdes e reproduz uma ordem
global de desigualdade.

Pela perspetiva historica, a teoria decolonial |1é essa economia como colo-
nialismo digital: extrativismo de dados, apropriacdao de conhecimento e erosao
do Sul Global. Em resposta, cresce o apelo por soberania tecnolégica e de dados.

Esse movimento vai além da critica: propde resistir a adoc¢ao acritica de
modelos ocidentais e desenvolver estratégias de IA locais, ajustadas as realidades
e valores de paises como Brasil e India. Implica ainda confrontar a violéncia epis-
témica da ética dominante e promover éticas pluriversais, orientadas por direitos
humanos e pelos valores constitucionais de cada Estado-nacao.

3 A anatomia da injustica algoritmica

Para compreender o impacto social da Inteligéncia Artificial, é essencial
dissecar os mecanismos técnicos que transformam codigo em instrumentos de
exclusao. A injustica algoritmica nao € um fenémeno espontaneo, mas sim o pro-
duto de uma cadeia de decisbes e contextos.

A principal fonte de viés reside nos dados de treino. Longe de serem ob-
jetivos, estes conjuntos de dados sao artefatos histéricos que refletem uma re-
alidade social marcada por desigualdades. Quando um sistema de IA aprende
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com estes dados, ele inevitavelmente absorve e reproduz os preconceitos neles
contidos. Isto € agravado pela sub-representacao de grupos marginalizados nos
dados e pela falta de diversidade nas equipes de desenvolvimento, que exclui
perspetivas cruciais do processo de design.

Além disso, como veremos, os algoritmos criam e reforcam ciclos de re-
troalimentacao (feedback loops), onde as suas proprias previsdes se tornam a
justificacao para acdes futuras, perpetuando e amplificando os vieses existentes.
Este ciclo transforma os sistemas em "armas de destruicao matematica", como
descreve Cathy O'Neil, que legitimam a exclusao sob um manto de eficiéncia
técnica.

Para comprovar estes problemas, a ciéncia da computacao contém téc-
nicas como as seguintes: 1. Pré-processamento (Pre-processing): Estas técnicas
atuam sobre os dados de treinamento antes de o modelo ser construido. O obje-
tivo € modificar o conjunto de dados para remover ou reduzir os vieses existentes.
Os métodos incluem a re-amostragem (oversampling de grupos minoritarios ou
undersampling de grupos maioritarios), a re-ponderacao (atribuir pesos diferen-
tes a diferentes instancias de dados para equilibrar a sua influéncia) ou a aumen-
tacao de dados (gerar dados sintéticos para grupos sub-representados);

2. No-processamento (In-processing): Estes métodos modificam o proé-
prio algoritmo de aprendizagem durante a fase de treinamento. Isto € geralmen-
te feito adicionando restricdes de justica a funcao objetivo do modelo, forcando-o
a otimizar Nndo apenas a precisao, mas também a equidade em relacao a uma
métrica especifica. A regularizacao, que penaliza o modelo por aprender correla-
¢coes enviesadas, € uma abordagem comum nesta categoria;

3. Pés-processamento (Post-processing): Estas técnicas intervém apds
o0 modelo ter feito as suas previsodes. Elas ajustam os resultados do modelo para
corrigir resultados enviesados. Por exemplo, podem ser aplicados limites de de-
cisao diferentes para diferentes grupos demograficos para garantir que as taxas
de erro sejam equilibradas.

Desta forma, para investigar a existéncia de vieses no banco de dados es-
colhido, o qual possui o objetivo de detectar discurso de 6édio em tweets. Para
simplificar, foi considerado que um tweet contém discurso de édio se apresentar
um sentimento ou palavra explicita relacionada ao racismo ou sexismo. Portanto,
a tarefa de construcao desse banco de dados consistiu em classificar formalmen-
te, dado um conjunto de tweets e rotulos de treinamento, onde o rétulo '1' indica
que o tweet é racista/sexista e o rétulo '0' indica, que o tweet ndo é racista/sexista.
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Seu objetivo é prever os rotulos no conjunto de dados de teste.

3.1 Coleta e Carregamento de Dados

A nossa anadlise foi baseada no conjunto de dados "twitter-sen-
timent-analysis-hatred-speech", (Toosi, 2018), disponivel no Kaggle. A obtencao
dos dados foi realizada utilizando a biblioteca kagglehub, que facilitou o down-
load direto para o ambiente de trabalho. Apds o download, o arquivo train.csv foi
carregado em um DataFrame da biblioteca pandas para permitir a manipulacao
e analise dos dados de forma eficiente.

3.1.1 Anadlise Exploratoria de Dados (EDA)

Uma etapa crucial inicial foi a Analise Exploratdria de Dados (EDA) para
compreender a estrutura e as caracteristicas do conjunto de dados. Realizamos a
verificacao de valores ausentes em todas as colunas, confirmando a completude
dos dados. Em seguida, analisamos a distribuicao da variavel alvo ('label'), que re-
presenta o sentimento do tweet (O para nao-édio e 1 para édio). Foi identificado
um desbalanceamento significativo de classes, com a classe '0' sendo majoritaria
em relacao a classe 'T"

3.1.2 Pré-processamento dos Dados

O corpus utilizado — twitter-sentiment-analysis-hatred-speech (Toosi,
2018) — foi empregado para treinar e avaliar modelos de deteccao de discurso de
odio (label 1) versus nao-odio (label O).

Conforme descrito na Secao 3.1.1, a variavel-alvo € binaria (O para nao-odio
e 1 para 6dio”), e, no entanto, ha um problema anterior a modelagem: o critério de
anotacao. Quando a regra pratica que orienta a rotulagem € essencialmente lexi-
cal — “se houver sentimento/palavra que remeta a racismo ou sexismo -> atribuir
1; se nao houver -> 0" — a base de dados herda e cristaliza um viés humano. Em
termos metodoldgicos, isso configura viés de anotacdo (measurement/labeling
bias), distinto de vieses de amostragem ou de representac¢ao. As principais con-
sequéncias sao:

1 https//mwww.kaggle.com/datasets/arkhoshghalb/twitter-sentiment-analysis-hatred-speech/data
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1. Reducao do fendmeno a palavras-chave:

O que define “6dio” passa a ser a presenca de tokens especificos,
nao o alvo, a intencao, o contexto ou a pragmatica do enunciado.
- Falsos positivos: denudncias, citacdes académicas ou re-
portagens que mencionam termos  racistas/sexistas = po-
dem ser marcadas como “odio” por mera ocorréncia lexical.
- Falsos negativos: mensagens veladas, eufemisticas, irbnicas ou
com codigos (dog whistles) — muito comuns em praticas discrimina-
torias — tendem a ser rotuladas como “nao-o6dio” por auséncia do |éxi-
co explicito.

2. Aprendizagem do viés em lugar do fenémeno

O modelo aprende a detectar palavras (o “atalho” dado pela anotacao),
Nnao a reconhecer discurso de 6dio enquanto pratica social. Assim, métricas de
desempenho podem parecer boas em validacdes internas, mas refletem a politi-
ca de anotagao, nao a realidade do fenémeno.

Em sintese, o préprio banco de dados ja € enviesado quando a anotagao
segue um heuristico lexical. Tal desenho naturaliza uma “ideologia do |éxico” (o
odio como lista de palavras), apagando dimensdes cruciais — alvo, intencao, con-
texto, pragmatica, ironia — e contaminando toda a cadeia: treinamento, avalia-
¢cao e até estratégias de mitigacgao.

Sem essas correcdes de base, modelos treinados “aprenderao” a reprodu-
Zir o viés humano embutido na anotagao — e as melhorias numeéricas refletirao
adesao ao critério enviesado, nao avango real rumo a justica algoritmica

Dada a identificacao do desbalanceamento de classes, aplicamos téc-
nicas de pré-processamento para tentar mitigar este viés no conjunto de trei-
namento. O processo envolveu duas etapas principais: a) Vetorizagao TF-IDF:
Primeiramente, os dados de texto da coluna 'tweet' foram convertidos em repre-
sentacdes numeéricas através do TfidfVectorizer. Este € um passo essencial, pois
os algoritmos de aprendizado de maqguina ndao conseguem processar texto em
seu formato original. O TF-IDF atribui um peso a cada palavra com base na sua
frequéncia no tweet e em todo o conjunto de dados, transformando o texto em
vetores numeéricos. b) Superamostragem com SMOTE: Em seguida, para corrigir
o desequilibrio, aplicamos a técnica SMOTE (Synthetic Minority Over-sampling
Technique) apenas ao conjunto de treinamento. O SMOTE nao apenas duplica as

Revista Linguagem em Foco Fortaleza, CE v.17n.3 ISSN 2674-8266



Algoritmo: viés, poder e ética na era da Inteligéncia Artificial 62

instancias da classe minoritaria ('Odio'), mas cria novas instancias sintéticas com
base nas caracteristicas das existentes. Isso resulta em um conjunto de treina-
mento balanceado, com uma representacao igualitaria das classes, o que permi-
te que o modelo aprenda a identificar os padrdes do discurso de édio de forma
muito Mmais eficaz, sem simplesmente "viciar" na classe majoritaria.

3.2 Treinamento e avaliagdo dos modelos

Dividimos os datasets (original e, para avaliagao do modelo pré-processa-
do, o re-amostrado) em conjuntos de treinamento e teste. Treinamos os modelos
(Baseline, Pré-processamento, In-processing) nos respectivos conjuntos de trei-
namento e realizamos previsodes.

Para facilitar a compreensao e comparacao dos resultados, geramos Vi-
sualizacdes: Grafico de Comparacao de Métricas de Desempenho Padrao: Um
grafico de barras comparando Acuracia, Precisao, Recall e Fl1-score para as abor-
dagens "Dados Originais", "Dados Pré-processados", "In-processing" e "Pos-pro-
cessamento'.

Grafico 1 - Comparacao de métricas de desempenho padrao

Fonte: elaborado pelo(s) autor(es).
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Grafico 2 - Comparacao de métricas de justica

Fonte: elaborado pelo(s) autor(es).

A analise dos graficos mostra que a técnica de pré-processamento SMO-
TE foi a mais eficaz, melhorando significativamente a capacidade do modelo de
detectar discurso de édio. O Recall e o Fl-score foram muito mais altos no mode-
lo treinado com dados balanceados, o que prova que esta abordagem foi bem-
-sucedida em corrigir o desequilibrio do dataset original. Porém, técnicas como
SMOTE (pré-processamento) aumentam a exposicao do modelo justamente aos
padrées lexicais que definiram a label 1, reforcando e propagando o viés de ano-
tacao. Na pratica, melhora-se o recall para “o que foi anotado como 6dio”, nao
necessariamente para 6¢dio enquanto categoria social complexa.

3.2.2 Implicacdes e Insights

A principal implicacao do estudo € a confirmacao de que o pré-processa-
mento é uma etapa fundamental para lidar com o desbalanceamento de dados
em tarefas de classificacao de texto. O conjunto de dados original era altamente
desbalanceado, com muito mais exemplos de "ndao-odio" do que de "dédio". Mode-
los treinados nesses dados tendem a simplesmente prever a classe majoritaria,
alcancando uma alta acuracia geral, mas falhando em detectar a classe minori-
taria, gue € a mais importante N0 NOSSO caso.

Atécnica de reamostragem com SMOTE resolveu este problema de forma
eficaz ao criar exemplos sintéticos da classe de "6dio", resultando num conjunto
de treino balanceado. Isso permitiu que o modelo aprendesse os padrdes especi-
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ficos do discurso de 6dio de forma muito mais eficiente, destacando-se como a
abordagem mais bem-sucedida da nossa analise, mas, em sintese: equilibramos
quantitativamente as classes e reduzimos o viés medido, mas partimos de
um critério de anotacao enviesado (rotulagem fortemente lexical: “se houver
termo/traco ligado a racismo ou sexismo > label 1; caso contrario > 0"). Assim, o
balanceamento amplifica a politica de anotacdo (e ndo necessariamente o fe-
ndmeno social do édio), produzindo melhores métricas internas ¢, ao mesmo
tempo, um equilibrio aparente quanto a justica.

3.2.3 Implicacdées e Insights

Diretrizes de anotacdo contextuais: diferenciar édio, contra-discurso/
citacdo, ofensa genérica, ironia/sarcasmo, com janelas de contexto
(antes/depois do trecho).

Anotacdo multi-rétulo e por estégio: (i) detectar alvo/grupo; (ii) identi-
ficar postura (atague/defesa/descricdo); (iii) graduar severidade/inten-
cionalidade.

Multiplos anotadores + adjudicacao: reduzir vieses individuais e calcu-
lar acordo inter-anotador.

Amostragem estratificada: garantir representatividade de diferentes
grupos, registros linguisticos e formas implicitas de agressao.
Atributos sensiveis com governanca ética: incluir variaveis sociodemo-
graficas (ou proxies validados) sob protocolos de privacidade, permitin-
do auditoria de justica.

3.2.4 Consequéncias nos algoritmos (planos técnico e metodoldgico)

1. Aprendizagem do atalho lexical

O modelo tende a aprender palavras (o heuristico da anotac¢ao), nao prag-
matica, alvo ou intengdo. A taxa de acerto cresce no que a base definiu
como “édio”, mas pode falhar em casos velados, irbnicos ou contextuais.
2. Melhora métrica # melhora ética

Ganhos em Recall/F1 (Grafico 1, p. 14) sinalizam reducéo de viés estatisti-
co entre classes, mas nao evidenciam justica de grupo.

3. Ciclos de retroalimentacao

Se saidas do classificador “limpo” (balanceado) retroalimentam modera-
¢ao, policiamento ou curadoria, o sistema congela o viés da anotacao le-
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xical, ampliando o viés de medig¢ao ao longo do pipeline.

Consideracgodes Finais

A técnica de reamostragem SMOTE criou exemplos sintéticos da classe
“6dio”, balanceando o conjunto de treino e permitindo ao modelo aprender pa-
drées com maior eficiéncia. Contudo, como o critério de anotacgao era lexical e
enviesado, 0 processo gerou apenas uma reducao aparente do viés: o modelo
passou a refletir mais fielmente as regras de rotulagem, e nao o fenémeno social
do discurso de odio, resultando em melhores métricas internas, porém em um
equilibrio apenas superficial em termos de justica. Sem corrigir a base episte-
molégica do dado e a forma de medir justica, corremos o risco de sofisticar a
aparéncia de equidade sem transforma-la em pratica social efetiva.

Nossa pesquisa buscou mostrar como as estruturas de poder decoloniais
globais sdao postas em pratica através do discurso especifico dos algoritmos ana-
lisados. A abordagem integrada entre técnica e discurso pretendeu que a analise
Nnao se tornasse demasiado abstrata, restrita ou meramente anedadtica.

A principal conclusao que chegamos ao final deste artigo € que a IA esta
longe de ser a forca neutra e objetiva que o imaginario popular proclama. Pelo
contrario, os sistemas algoritmicos funcionam como espelhos e amplificadores
das estruturas de poder, dos preconceitos e das desigualdades que permeiam as
nossas sociedades. O viés, conforme vimos na analise do banco de dados tornou-
-se uma caracteristica intrinseca desta tecnologia concebida e implementada
dentro de contextos historicos e sociais especificos.

Assim, alcancar uma ética algoritmica tornou-se um desafio complexo e
multifacetado que transcende em muito as solu¢cdes puramente técnicas e per-
meia discursos de poder. Mas, embora desejemos ir além de uma critica baseada
em valores eurocéntricos, a possibilidade de chegarmos a uma abordagem ver-
dadeiramente decolonial que confronte as injusticas passadas e imagine futuros
reparadores esta longe de acontecer, ou o0 que € pior, € impossivel em toda sua
totalidade.

No entanto, para nao ficarmos s6 nas criticas, propomos um conjunto de
praticas e taticas para tentar propor transformacao: (1) a criacao de uma técnica
de treinamento que seja autorreflexiva sobre o seu préprio posicionamento de
poder; (2) a busca de uma "tutela inversa", aprendendo ativamente com as comu-
nidades marginalizadas que sao mais afetadas pela tecnologia; e (3) a renovagao
de comunidades politicas capazes de contestar, resistir e remodelar a tecnologia
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de acordo com as suas proprias necessidades e aspiracoes.

Isto implicara certamente em um desafio para a geopolitica das tecno-
logias, que devera se centrar em experiéncias vividas nas comunidades margi-
nalizadas e em valores constitucionais como dignidade, equidade, solidariedade
para formar futuros melhores.

Entendemos nesta primeira fase da pesquisa que a luta por uma IA mais
justa €, ao mesmo tempo, uma luta politica, social e epistémica. Requer uma
governacao robusta, com quadros regulatérios que estabelecam linhas claras de
responsabilidade, exijam transparéncia e garantam o direito a reparacgao, confor-
me valores previstos na nossa Carta Magna, que devera fazer parte do repertorio
principal do “treino das maquinas”.

Na proxima etapa da pesquisa, pretendemos testar praticas como: 1. De-
claragées de Impacto de Viés: tentar avaliar, na condicao de desenvolvedores
de um sistema protdtipo, os potenciais impactos discriminatoérios presentes nele,
antes de sua efetiva implementacao; 2.

Auditorias Independentes: buscar terceiros que avaliem o sistema al-
goritmico, para verificar critérios de justica e seguranca; 3. 1A Explicavel (XAl):
Sair da "caixa-preta" e criar sistemas cujas decisdes possam ser compreendidas e
contestadas conforme valores presentes nos direitos humanos. 4. Rever a politi-
ca de anotacio, incorporando contexto, alvo e intengdo (multi-rétulo / por es-
tagios), com multiplos anotadores e adjudicacao (acordo inter-anotador). 5)
Adicionar atributos sensiveis (ou proxies bem-governados) para auditar justica
de grupo com DPD/EOD/PPV de forma ética e legal. 6) Avaliar em teste nao re-
amostrado e com amostras fora do dominio (ironia, dog whistles), reportando
calibracao e robustez.

Por ultimo, gostariamos de destacar a importancia que o ativismo decolo-
nial dos movimentos sociais desempenham na sensibilizacdo da sociedade para
implementacao de ferramentas de detecg¢ao de falhas e responsabilizacao de sis-
temas. Nesse contexto, a linguistica aplicada pode contribuir para uma literacia
algoritmica generalizada, como condicao necessaria para uma governacao de-
mocratica da IA.

Certamente que uma populacao informada estara mais bem equipada
para avaliar criticamente as decisdes automatizadas que afetam as suas vidas.
Assim, a ética algoritmica nao sera alcancada apenas através de intervencdes de
cima para baixo, mas também por estratégias de baixo para cima, que capacitam
os cidadaos a contestar o poder algoritmico e construir alternativas mais justas.
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