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Resumo

A expansdo da Inteligéncia Artificial (IA) em dominios criticos como
salde e seguranca levanta questdes urgentes sobre equidade e justi-
ca. Este artigo argumenta que vieses algoritmicos nao sao meros erros
técnicos , mas manifestacdes de desigualdades estruturais histoéricas,
refletidas em bases de dados que funcionam como artefatos sociotéc-
nicos. A pesquisa investiga dois mecanismos centrais de exclusdo: a re-
presentacao distorcida, que inclui grupos de modo estereotipado, e a
invisibilidade seletiva, que apaga sistematicamente populacdes intei-
ras dos registros. Através de um quadro tedrico que articula os Estudos
Criticos de Algoritmos, o Feminismo de Dados e a critica Decolonial ,
analisamos um mosaico de casos emblematicos, incluindo reconheci-
mento facial , recrutamento automatizado e a omissao de dados LGB-
TQIA+. Demonstra-se a existéncia de um ciclo de retroalimentacao da
desigualdade , argumentando que solug¢des técnicas de "debiasing"
sdo insuficientes. Por fim, o artigo propde diretrizes estruturais para a
justica algoritmica, focadas na soberania dos dados, na contestabilida-
de efetiva e na governanga democratica.

Palavras-chave

Inteligéncia Artificial. Vieses Algoritmicos. Invisibilidade Social. Justica
Algoritmica.

Abstract

The expansion of Artificial Intelligence (Al) into critical domains like
healthcare and security raises urgent concerns about equity and jus-
tice. This article argues that algorithmic biases are not mere technical
errors but manifestations of historical structural inequalities, reflected
in datasets that function as sociotechnical artifacts. The research in-
vestigates two central mechanisms of exclusion: distorted representa-
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tion, which includes groups in stereotyped ways, and selective invisibility, which systematically erases entire
populations from records. Using a theoretical framework that articulates Critical Algorithm Studies, Data
Feminism, and the Decolonial critique, we analyze an analytical mosaic of emblematic cases, including facial
recognition, automated recruitment, and the omission of LGBTQIA+ data. We demonstrate the existence
of a feedback loop of inequality, arguing that purely technical 'debiasing' solutions are insufficient, often
masking the political choices embedded within them. Finally, the paper proposes structural guidelines for
algorithmic justice, focusing on data sovereignty, effective contestability, and democratic governance.
Keywords

Artificial Intelligence. Algorithmic Bias. Social Invisibility. Algorithmic Justice.

Introducao

A Inteligéncia Artificial (IA) tornou-se uma forca onipresente que molda
decisdes em multiplos setores da vida contemporanea. De triagens de curriculos
a diagndsticos médicos, seus algoritmos operam com autonomia sem preceden-
tes. Contudo, sua aparente objetividade oculta a dependéncia dos dados que os
treinam — cuja qualidade, diversidade e equidade sao determinantes para a jus-
tica e eficacia das aplica¢cdes (Gupta, 2021).

Parte-se do pressuposto de que bases de dados sao construcdes sociais
que refletem relacdes de poder, valores e preconceitos (Orr; Crawford, 2024). A
problematica central é dupla: a representacao distorcida, em que grupos mar-
ginalizados sao incluidos de modo estereotipado, e a invisibilidade seletiva, que
torna certas populacdes indetectaveis para os sistemas de IA (Carvalho; Barreto,
2021).

A relevancia desta pesquisa reside na urgéncia de enfrentar as consequ-
éncias desses fendmenos. Vieses de género, raca, classe e outros, quando embu-
tidos em algoritmos, ampliam desigualdades e criam novas barreiras de acesso
(De Lima Viana,; Sperandeo De Macedo, 2024). A invisibilidade, por sua vez, nega
a existéncia e as necessidades de certos grupos, deixando-os fora do alcance de
servicos e politicas publicas baseadas em |IA (Wang; Ramaswamy; Russakovsky,
2022).

Neste contexto, o objetivo é analisar criticamente as origens e os impac-
tos das representacdes e invisibilidades nas bases de dados de IA, articulando os
Estudos Criticos de Algoritmos, o Feminismo de Dados e as perspectivas pds-co-
loniais sobre tecnologia.

1 Fundamentacao tedrica

Este artigo contrapde-se a concepc¢ao tecnicista do viés algoritmico, que
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o reduz a um erro estatistico corrigivel (Barocas; Hardt; Narayanan, 2019). Em seu
lugar, propde-se um quadro analitico critico que entende a Inteligéncia Artificial
como um artefato sociotécnico, cujas operacdes e efeitos sao inseparaveis das
estruturas de poder e das condig¢des historicas que os produzem (Crawford, 2021;
Pasquale, 2015). Nessa perspectiva, a tecnologia nao é neutra, mas resultado de
escolhas politicas, econémicas e epistemolodgicas.

A investigacao articula trés vertentes tedricas — governanca algoritmica,
feminismo de dados e perspectiva pos-colonial — que, em conjunto, permitem
uma analise multinivel do fenémeno, integrando dimensdes técnicas, politicas e
simbdlicas.

1.1 A governanca algoritmica sob a dtica dos estudos criticos

A discriminacao algoritmica raramente opera por um unico eixo. Raga,
género, A base desta analise repousa nos Estudos Criticos de Algoritmos, que
buscam “abrir a caixa-preta” da governanca algoritmica (Pasquale, 2015). Essa
abordagem desmonta a ilusao de objetividade computacional, expondo o codi-
go como sistema de poder que classifica e disciplina a realidade social. Os algo-
ritmos nao apenas refletem o mundo — eles o performam, automatizando deci-
sOes que produzem novas e opacas formas de discriminacao.

Ruha Benjamin (2019) descreve esse fenbmeno como o “novo codigo Jim
Crow”", aludindo as leis de segregacao racial, enquanto Noble (2018) identifica
“algoritmos de opressao” que perpetuam racismo e sexismo sistémicos. Assim,
compreender o algoritmo implica compreender seus efeitos politicos e episte-
moldgicos.

1.2 O ciclo de vida dos dados sob a lente do feminismo de dados

Uma critica centrada apenas no algoritmo € limitada; € necessario exami-
nar sua matéria-prima: os dados. O Feminismo de Dados propde politizar todo
o ciclo de vida da informacao, questionando quem coleta, classifica e interpreta
(D'ignazio; Klein, 2020).

Sob uma lente interseccional, revela-se que as decisdes sobre o que e
quem contar sao atos politicos que tornam certos corpos visiveis e apagam ou-
tros. Essa abordagem amplia a analise da representacao distorcida para incluir a
invisibilidade como mecanismo de poder, evidenciando que a auséncia de dados

também é forma de exclusao.
1.3 A geopolitica da IA: colonialismo e epistemologias pos-coloniais
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A perspectiva pds-colonial é essencial para deslocar o foco do Norte Glo-
bal e evidenciar que a racionalidade algoritmica, tida como universal, € produto
de epistemologias ocidentais especificas (Roche; Wall; Lewis, 2023). Essa lente
situa a IA nas relagdes geopoliticas de producao de conhecimento, denunciando
o colonialismo e extrativismo de dados (Couldry; Mejias, 2019), em que modelos
desenvolvidos em centros hegemonicos sao impostos a contextos periféricos.

Ao articular essas trés correntes, o artigo propde um modelo tedrico inte-
grado capaz de compreender a desigualdade algoritmica nao como falha técni-
ca, mas como consequéncia l6égica de uma ecologia sociotécnica globalmente
hierarquizada.

2 Metodologia: Justificativa Tedérica e Mosaico Analitico dos Casos

A pesquisa adota uma abordagem qualitativa e interpretativista, utilizan-
do o estudo de caso como principal ferramenta para revelar as multiplas cama-
das do fendmeno investigado. A selecao dos casos foi deliberada, buscando com-
por um mosaico analitico no qual cada caso ilumina uma dimensao distinta da
desigualdade algoritmica, indo além da analise de falhas técnicas isoladas.

A escolha metodologica esta alinhada aos referenciais tedricos do tra-
balho. Sob a lente dos Estudos Criticos de Algoritmos, cada caso é interpreta-
do como um sistema de poder e governancga a ser descontruido. O Feminismo
de Dados orienta a analise das dinamicas de exclusao e categorizacao — ques-
tionando quem é contado, quem ¢é ignorado e quem define as categorias. Ja a
perspectiva pods-colonial permite compreender como a importagao acritica de
tecnologias e o extrativismo de dados reproduzem dependéncias no contexto
brasileiro e global.

Essas lentes tedricas fundamentam trés estudos de caso: (1) viés intersec-
cional em reconhecimento facial, (2) viés de género em algoritmos de recruta-
mento e modelos de linguagem, e (3) racismo algoritmico e vigilancia digital na
seguranca publica brasileira. O conjunto busca articular teoria e empiria, com-
preendendo a desigualdade algoritmica como fenémeno técnico, politico e epis-
témico.

2.1 Estrutura do Mosaico Analitico

O mosaico analitico oferece uma visao multifacetada.
O primeiro caso revela como raca e género se entrelacam na formacao de
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bases de dados enviesadas em sistemas de reconhecimento facial. O segundo
analisa o viés de género no recrutamento automatizado e nos modelos de lin-
guagem, mostrando como algoritmos transformmam desigualdades histéricasem
decisGes computacionais. O terceiro desloca o foco da representacao distorcida
para a invisibilidade seletiva, examinando a exclusao de identidades LGBTQIA.

Juntos, esses casos demonstram o ciclo de retroalimentacao da desigual-
dade algoritmica, em que os dados que estruturam os sistemas reforcam as hie-
rarguias que pretendem representar.

Finalmente, a contextualizacdo nacional considera a realidade especifica
do Brasil e da Africa, demonstrando como esses vieses sdo refratados e ampli-
ficados por desigualdades locais. Juntos, esses casos formam a base empirica
para construir a tese central sobre o ciclo de retroalimentacao da desigualdade
algoritmica, no qual os proprios dados que estruturam os sistemas reforcam as
hierarquias que pretendem representar.

2.2 O viés interseccional em sistemas de reconhecimento facial

O primeiro caso de estudo, inspirado na pesquisa seminal de Joy Buo-
lamwini e Timnit Gebru (2018), analisa o desempenho de trés sistemas comer-
ciais de reconhecimento facial — IBM Watson, Microsoft Azure e Face++ — am-
plamente utilizados em seguranca, autenticacao e monitoramento urbano. O
estudo revelou taxas de erro superiores a 34% para mulheres negras, enquanto
para homens brancos o erro nao ultrapassava 1%.

Esses resultados expuseram a natureza estruturalmente racializada das
bases de dados utilizadas para treinar os algoritmos. Como o conjunto de ima-
gens era composto majoritariamente por rostos brancos e masculinos, o modelo
aprendeu a associar “neutralidade” e “precisao” a essas caracteristicas fenotipi-
cas, transformando o sujeito branco em uma espécie de “padrao ontoldgico” da
inteligéncia artificial.

Essa discrepancia técnica reflete uma dimensao epistemoldgica e politica:
O sistema nao apenas reproduz desigualdades, mas as legitima ao revesti-las de
objetividade matematica. A falha, portanto, ndo é apenas de amostragem, mas
de racionalidade algoritmica, que naturaliza as hierarquias raciais e de género na
propria codificacdao do mundo.

Buolamwini (2018) argumenta que essa assimetria se conecta a dinami-
cas mais amplas de vigilancia racializada, em que corpos negros e femininos sao
mais propensos a deteccao, monitoramento e suspei¢cao. O problema, portanto,
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transcende a dimensao técnica: ele opera como uma forma contemporanea de
“racismo algoritmico”, expressao retomada por Ruha Benjamin (2019) ao concei-
tuar o “novo coédigo Jim Crow” — um regime digital que reproduz as légicas de
segregacao e exclusao sob a aparéncia de neutralidade tecnoldgica.

2.3Acodificagcdo do viés de género: do recrutamento aos modelos de linguagem

O segundo caso de estudo examina o viés de género em duas camadas
interconectadas: (1) a automacao de processos de recrutamento corporativo, e (2)
a infraestrutura linguistica dos grandes modelos de processamento de lingua-
gem natural (PLN).

A primeira camada refere-se ao caso do sistema de recrutamento auto-
matizado da Amazon, revelado em 2018 (Dastin, 2018). O algoritmo, desenvolvido
para otimizar a selecao de curriculos, foi treinado com dados histdricos da pro-
pria empresa — um corpus formado majoritariamente por candidatos homens
das areas de engenharia e tecnologia. Como consequéncia, o sistema aprendeu
a penalizar curriculos que continham palavras como “women’s” ou “feminist”, e
a favorecer descritores associados ao universo masculino, reforcando padrdes de
exclusao de género ja consolidados na estrutura corporativa.

Esse caso é emblematico porque evidencia como os dados refletem a cul-
tura organizacional, e como, ao serem transformados em modelo, cristalizam o
passado discriminatério como regra de decisao futura. Assim, o algoritmo nao
apenas aprendeu com a desigualdade — ele a reproduziu e a amplificou, tornan-
do-a computacionalmente eficiente.

A segunda camada aprofunda o problema na base infraestrutural dos
modelos de linguagem, como Word2Vec, GloVe e GPT. Esses modelos, treina-
dos em grandes volumes de texto da internet, internalizam padrdes linguisticos
sexistas: estudos mostram que o modelo Word2Vec associa *homem” a “médico”
e "mulher” a “enfermeira”; “homem” a “programador” e “mulher” a “secretaria”
(Bolukbasi et al., 2016). Essas associacdes estatisticas, embora matematicamen-
te neutras, traduzem uma semantica social enviesada, perpetuando hierarquias
simbdlicas em tarefas como traducao automatica, geracao de texto e analise de
sentimentos.

Como observa Safiya Noble (2018), esses sistemas transformam desigual-
dades histéricas em produtos de mercado, consolidando o que ela chama de
“algoritmos de opressao”. A questao central, portanto, nao € apenas o que a ma-
quina “aprende”, mas o que ela decide esquecer: a pluralidade de experiéncias e
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identidades que nao se enquadram no padrao dominante.

Assim, tanto no caso do recrutamento automatizado quanto nos modelos
de linguagem, observa-se a emergéncia de um viés estrutural de género que
atravessa as etapas de coleta, curadoria, modelagem e aplicacao de dados. Esse
fendmeno exemplifica como o viés nao € um erro técnico isolado, mas uma ma-
nifestacao estatistica da desigualdade social, ancorada em epistemologias exclu-
dentes.

2.4 O Poder de Ndo Contar: A Invisibilidade Seletiva como Mecanismo de Ex-
clusé@o

Diferenciando-se dos casos de representacao distorcida, este foca no fe-
némeno da invisibilidade seletiva. Investiga-se como a falha estrutural na coleta
de dados sobre orientacao sexual e identidade de género (SOGI) em censos, pron-
tuarios eletrénicos de saude e sistemas de servicos publicos torna a populacao
LGBTQIA+ efetivamente "invisivel" para a analise de dados e, consequentemente,
para os sistemas de IA. As consequéncias dessa lacuna sao graves, indo desde a
alocacao inadequada de recursos de saude até a incapacidade de modelos al-
goritmicos detectarem padrdes de discriminagao, discurso de 6dio e violéncia
direcionados a essa comunidade. Este caso permite uma discussao aprofundada
sobre a governanca de dados, o direito a autoidentificacao e a tensao entre a ne-
cessidade de visibilidade para garantir direitos e os riscos de vigilancia associados
a coleta de dados sensiveis.

Essa mesma logica de apagamento se manifesta em uma dimensao de
desenvolvimento e colonialidade, como ilustra o caso da agricultura de precisao
na Africa. Ali, a vasta diversidade de praticas dos pequenos agricultores, a po-
licultura e os saberes agricolas tradicionais sao sistematicamente omitidos das
bases de dados, que privilegiam modelos de monocultura do Norte Global. Ao
tornar essas realidades "invisiveis", os algoritmos importados falham em fornecer
recomendacgdes Uteis, podendo agravar a inseguranca alimentar e a dependén-
cia tecnoldgica, em uma clara dinamica de extrativismo de dados e imposicao de
modelos epistémicos (Ajala; Nyerere, 2022).

2.5 Delineamento Metodolégico da Andlise de Casos

A analise dos casos deste estudo pautou-se por uma abordagem de anali-
se de conteudo qualitativa, aplicada a um corpus de fontes secundarias — artigos
cientificos, relatdrios técnicos, documentos institucionais e materiais de divulga-
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cao cientifica. Cada caso foi tratado como uma unidade empirica de analise, na
qual se buscou identificar padrdes discursivos, epistemoldgicos e politicos rela-
cionados as diferentes manifestacdes do viés algoritmico.

A selecdao dos casos seguiu critérios metodoldgicos deliberados, funda-
mentados na literatura sobre estudos de caso (Yin, 2018):

1. TRelevancia Candnica: escolha de casos amplamente reconhecidos na
literatura académica como exemplares na exposicao do problema da
invisibilidade e da discriminacao algoritmica — por exemplo, o estudo
Gender Shades (Buolamwini; Gebru, 2018) no contexto de reconheci-
mento facial;

2. Poder llustrativo: selecao de casos que demonstram, de forma clara e
didatica, uma faceta especifica da desigualdade algoritmica, como o
sistema de recrutamento automatizado da Amazon (Dastin, 2018) e os
modelos de linguagem que reproduzem esteredtipos de género (Bo-
lukbasi et al., 2016);

3. Pertinéncia Contextual: inclusao de casos empiricos situados em con-
textos geopoliticos distintos, como o uso de reconhecimento facial na
seguranca publica brasileira (Ramiro; Cruz, 2023) e a aplicacao de IA na
agricultura africana sob o paradigma extrativista (Birhane, 2020; lyer;
Achieng; Borokini, 2021).

Cada estudo foi interpretado a luz de um referencial tedrico especifico —
Estudos Criticos de Algoritmos, Feminismo de Dados e Teoria Pds/Decolonial —
permitindo uma triangulagao entre os niveis técnico, discursivo e sociopolitico. A
analise concentrou-se na reconstrucao dos mecanismos de producao e legitima-
¢ao do viés, examinando as estratégias de naturalizacao, exclusao ou invisibiliza-
¢ao embutidas nas praticas algoritmicas.

As fontes para a analise de cada caso foram sistematicamente coletadas
de bases de dados académicas (ACM Digital Library, IEEE Xplore, SCIELO), relato-
rios técnicos de institutos de pesquisa (e.g., Al Now Institute, ITS Rio) e organiza-
¢des da sociedade civil, anais de conferéncias de alto impacto (e.g., ACM FAcCT).
O procedimento de analise consistiu em: (i) identificar a manifestacao central do
viés ou da invisibilidade em cada caso; (ii) mapear as consequéncias sociais, éti-
cas e politicas documentadas nas fontes; e (iii) articular criticamente os achados
com os conceitos dos referenciais tedricos adotados. Uma limitagao inerente a

Revista Linguagem em Foco Fortaleza, CE v.17n.3 ISSN 2674-8266



A Légica do Esquecimento: poder, governanca de dados e a critica decolonial... 78

esta abordagem € a nao realizagcao de auditorias algoritmicas primarias, depen-
dendo, portanto, da validade e do rigor das fontes secundarias analisadas

Em sintese, a analise comparada dos casos permitiu mapear trés dimen-
sdes convergentes das consequéncias sociais e politicas do viés algoritmico: (a)
a invisibilizagcao epistémica, em que praticas e saberes locais sao apagados pelos
modelos de IA; (b) a seletividade estrutural, que reforca desigualdades de género,
raca e classe por meio da automatizacao de decisdes; e (c) a dependéncia tecno-
|6gica, associada ao extrativismo de dados e a importacao acritica de sistemas.

A articulacao entre os achados empiricos e os referenciais tedricos confir-
ma que os Estudos Criticos de Algoritmos explicam o papel do poder e da gover-
nanca técnica; o Feminismo de Dados evidencia as hierarquias de representacao;
e a abordagem Pdés/Decolonial revela os padrées de dominacdo e dependéncia
tecnoldgica global. Juntas, essas lentes permitem compreender a desigualdade
algoritmica como um fenémeno multinivel — técnico, epistémico e politico.

3 Andlise e Desenvolvimento da Argumentacgao Central

A apresentacao dos estudos de caso na secao anterior fornece a base em-
pirica para a analise aprofundada que se segue. Superando a descri¢cao individual
de cada caso, esta secao se dedica a sintetizar os achados e a conecta-los para
desenvolver a argumentacao central deste artigo.

Os resultados evidenciam que as falhas observadas nos sistemas de |IA
nao correspondem a erros técnicos isolados, mas a manifestacdes recorrentes
de l6gicas sociais, politicas e histdricas de exclusao. Essa constatacao emerge de
forma transversal em todos os casos analisados: no viés interseccional dos siste-
mas de reconhecimento facial, na reproducao de esteredtipos de género pelos
modelos de linguagem e no extrativismo digital aplicado a agricultura africana.

Tais fendmenos se materializam em duas formas interligadas de injustica
algoritmica:

1. A representacao distorcida, que automatiza e legitima preconceitos
historicos sob a aparéncia de neutralidade técnica;

2. Ainvisibilidade seletiva, que apaga ou invalida sujeitos, praticas e sabe-
res que nao se encaixam nas ontologias dominantes dos sistemas de |A.

Essas dimensdes convergem para sustentar a tese de que a IA atua como
tecnologia de poder e de governo algoritmico, produzindo e reproduzindo hie-
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rarquias sociais por meio de processos de classificacao e decisao automatizada.
Assim, os estudos de caso demonstram empiricamente que o problema da IA
contemporanea € menos uma questao de eficiéncia técnica e mais uma expres-
sao politica e epistémica da desigualdade.

Os achados empiricos dialogam diretamente com os Estudos Criticos de
Algoritmos (Pasquale, 2015; Amoore, 2020), que revelam como as infraestruturas
digitais se consolidam como sistemas de governanga opacos, capazes de regular
condutas e distribuir oportunidades de forma invisivel. O caso do reconhecimen-
to facial, ao expor a seletividade racial e o uso punitivo da IA, exemplifica essa
l6gica de governo algoritmico.

A luz do Feminismo de Dados (D'ignazio; Klein, 2020; Noble, 2018), os vie-
ses de género nos modelos de linguagem mostram que as tecnologias reence-
nam desigualdades histdricas de representacao, evidenciando a necessidade de
curadorias de dados situadas e praticas de design sensiveis a diversidade episte-
moldgica.

Por fim, a abordagem Pdés/Decolonial (Quijano, 2005; Mbembe, 2019;
Birhane, 2020) permite compreender o extrativismo de dados como uma con-
tinuidade das estruturas coloniais de exploracdao — agora mediadas por fluxos
de informacao e algoritmos que transformam conhecimento local em recurso
global. Sob essa lente, a IA deixa de ser vista como instrumento neutro de de-
senvolvimento e passa a ser entendida como artefato sociotécnico que reproduz
dependéncias geopoliticas e epistemoldgicas.

Em conjunto, essas trés perspectivas evidenciam que os algoritmos nao
apenas calculam o mundo, mas o normatizam, reconfigurando as fronteiras en-
tre o que € visivel e o que é descartavel. A analise dos casos, portanto, demonstra
que a governanca algoritmica contemporanea € um projeto de poder distribuido
e automatizado, cujas implicacdes éticas e politicas exigem escrutinio publico,
transparéncia institucional e resisténcia epistémica.

3.1 A materializag@o do viés: da representac¢do distorcida a discriminagdo au-
tomatizada

Os casos de reconhecimento facial e de recrutamento algoritmico ilus-
tram de forma contundente o mecanismo da representacao distorcida. A pes-
quisa seminal de Buolamwini e Gebru (2018) nao revela apenas que os sistemas
erram, mas que erram de forma sistematica e previsivel ao longo de eixos in-
terseccionais de raca e género. A alta taxa de erro na identificagcdao de mulheres
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negras demonstra que as bases de dados utilizadas para o treinamento desses
sistemas foram construidas em torno de um "sujeito padrao" — branco e masculi-
no. Consequentemente, o sistema nao apenas falha em reconhecer outros rostos,
mas codifica a marginalizagdo desses grupos, tratando-os como um desvio da
norma.

Essa mesma logica é transposta do campo da identificacao biométrica
para o da oportunidade econdmica no caso do sistema de recrutamento da Ama-
zon (Dastin, 2018). O algoritmo nao aprendeu a identificar "bons profissionais',
mas sim a replicar os padrées de contratacao passados da empresa, que eram
historicamente enviesados em favor de homens. Ao penalizar curriculos com
termos associados ao feminino, o sistema automatizou uma barreira de género,
conferindo ao preconceito uma aparéncia de objetividade e eficiéncia técnica. A
analise dos modelos de linguagem (Bolukbasi et al., 2016) aprofunda essa consta-
tacao, revelando que o viés esta gravado na propria infraestrutura semantica da
IA, garantindo sua perpetuacao em uma miriade de aplicagdes futuras.

A analise conjunta desses casos permite argumentar que a representagao
distorcida em bases de dados € o vetor pelo qual a discriminac¢ao social € tradu-
zida em codigo e posta em operacao em larga escala. O resultado é a criacao
de sistemas que nao apenas espelham, mas ativamente reforcam e legitimam
desigualdades estruturais, tornando o acesso a direitos, servicos e oportunidades
condicionado a conformidade com padrdes de dados hegemonicos.

3.2 O poder de ndo contar: a invisibilidade seletiva como mecanismo de ex-
cluséo

A luz do Feminismo de Dados (D'ignazio; Klein, 2020) e dos Estudos Criti-
cos de Algoritmos (Pasquale, 2015; Amoore, 2020), a invisibilidade seletiva pode
ser compreendida como um dispositivo de poder informacional: ela nao apenas
omite, mas produz auséncias, determinando quem é reconhecido e quem per-
manece fora dos horizontes da decisao algoritmica.

Se a representacao distorcida discrimina quem esta nos dados, a invisibili-
dade seletiva exclui quem sequer chega a ser contado. O estudo sobre a lacuna de
dados da populacao LGBTQIA+ (Hatzenbuehler; Lattanner; Mcketta; Pachankis,
2024) é paradigmatico nesse sentido. A auséncia de coleta de informacdes sobre
orientacao sexual e identidade de género em sistemas de saude e censos nao €
uma omissao neutra, mas um ato politico de apagamento, que remove as ne-
cessidades dessa comunidade do mapa das politicas publicas e dos sistemas de
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A informados por dados. Para o algoritmo, o que ndo esta presente no conjunto
de treinamento simplesmente nao existe. Essa invisibilidade tem consequéncias
diretas: ma alocacao de recursos, falhas na deteccao de disparidades de saude
e incapacidade de plataformas digitais em proteger usuarios LGBTQIA+ de ata-
ques sistematicos (Scheuerman et al., 2021).

Sob uma lente pos-colonial (Quijano, 2005; Mbembe, 2019), essa |6gica de
exclusao se repete na contextualizacao nacional do reconhecimento facial na se-
guranca publica brasileira (Rede De Observatdrios Da Seguranca, 2021). Além da
representacao distorcida, que produz erros desproporcionais contra a populacao
negra, ha aqui um componente epistémico de invisibilidade. A importacao acri-
tica de tecnologias treinadas com dados do Norte Global invisibiliza a complexi-
dade racial e cultural brasileira, promovendo um “transplante tecnoldgico” que
falha em reconhecer corpos miscigenados e contextos locais de vulnerabilidade.
Nessa perspectiva, a invisibilidade € uma forma de colonialidade algoritmica, em
que a realidade nacional é reinterpretada segundo parametros externos que Nnao
a contemplam.

A analise desses casos fundamenta o argumento de que a decisao sobre o
gue e quem contar &, em si, um exercicio de poder. Contar é reconhecer, e deixar
de contar € uma forma contemporanea de marginalizacao. A invisibilidade nos
dados nega a existéncia, as necessidades e os direitos de populacdes inteiras,
deixando-as a margem de uma sociedade cada vez mais governada por légicas
algoritmicas e pela economia politica da atencao e da visibilidade. Assim, a exclu-
sao algoritmica opera nao apenas pela discriminagao explicita, mas também —e
talvez de forma mais profunda — pela producao sistematica do esquecimento.

3.3 Sintese da argumentacdo central: o ciclo de retroalimenta¢do da desigual-
dade algoritmica

A analise integrada dos estudos de caso revela que a representacao dis-
torcida e a invisibilidade seletiva nao sao fendmenos independentes, mas etapas
interligadas de um mesmo processo: o ciclo de retroalimentacao da desigual-
dade algoritmica. Esse ciclo descreve como estruturas sociais de exclusao sao
traduzidas em dados, processadas por modelos de Inteligéncia Artificial e, final-
mente, devolvidas a sociedade sob a aparéncia de neutralidade técnica.

Na primeira fase, ocorre a absor¢cao das hierarquias sociais. Os dados de
treinamento refletem as desigualdades historicas de raga, género, classe e ter-
ritério. Essa assimetria inicial define o que sera reconhecido como relevante e

Revista Linguagem em Foco Fortaleza, CE v.17n.3 ISSN 2674-8266



A Légica do Esquecimento: poder, governanca de dados e a critica decolonial... 82

quem sera incluido ou excluido da codificacao algoritmica.

Na segunda fase, o processamento algoritmico transforma essas distor-
¢cdes em padrdes estatisticos. Desprovidos de contexto social, os modelos inter-
pretam desigualdades como regularidades legitimas. O preconceito é reconfigu-
rado em I6gica matematica — o que antes era discriminacao torna-se correlagao.

A terceira fase € a aplicacao pratica desses modelos em dominios sensi-
veis como seguranca, crédito, saude e trabalho. As decisdes enviesadas passam a
operar em larga escala, com aparéncia de eficiéncia e objetividade, legitimando
desigualdades pré-existentes e criando novas barreiras invisiveis a contestacao.

Por fim, a quarta fase, de retroalimentacao, completa o ciclo. Os resulta-
dos produzidos — como prisdes indevidas, negacao de crédito ou exclusao em
processos seletivos — geram novos dados que confirmam e reforcam as premis-
sas originais do sistema. Assim, a desigualdade nao apenas se perpetua, mas se
autojustifica, criando uma forma de governo algoritmico em que o poder se dis-
tribui por infraestruturas automatizadas e opacas.

Esse modelo evidencia que interromper o ciclo requer mais do que corre-
cdes técnicas de “viés”. E necessario politizar o debate sobre dados, questionando
as estruturas de poder que definem quem é representado, como é representado
e com que finalidade. Somente ao desestabilizar esses fundamentos — episte-
moldgicos, econdmicos e coloniais — & possivel evitar que a Inteligéncia Artificial
continue a transformar desigualdades histéricas em infraestruturas do esqueci-
mento.

3.4 A colonialidade dos dados: o horizonte global do governo algoritmico

O ciclo descrito na Figura O1 nao opera em um Vvacuo técnico, mas esta
inserido em infraestruturas globais de produg¢ao de dados que reproduzem an-
tigas assimetrias coloniais. A luz da abordagem pés/decolonial (Quijano, 2005;
Mbembe, 2019; Birhane, 2020), pode-se compreender a Inteligéncia Artificial
como parte de um regime planetario de governo algoritmico, em que o poder &
exercido por meio do controle sobre fluxos informacionais, plataformas e padroes
de interoperabilidade.

Essa dinamica produz o que Pasquale (2015) chama de “sociedade da cai-
Xa-preta”: sistemas opacos, baseados em dados coletados de populagdes perifé-
ricas, operados por centros hegemaonicos e regulados por métricas de eficiéncia
empresarial. Assim, o Sul Global torna-se fornecedor de dados e mao de obra
digital, enquanto o Norte Global concentra o poder de modelar e validar o conhe-
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cimento (Noble, 2018; D'ignazio; Klein, 2020).

A colonialidade dos dados €, portanto, o horizonte mais amplo do ciclo da
desigualdade algoritmica: ela conecta o nivel técnico as Iégicas histdricas de ex-
ploracao e dependéncia. Sob o discurso da inovacao, a IA converte saberes locais
em insumos estatisticos, despolitizando o processo de dominacao. Reconhecer
essa estrutura € essencial para que politicas publicas e praticas cientificas pos-
sam reverter a assimetria epistémica e construir uma Inteligéncia Artificial verda-
deiramente situada, plural e democratica.

3.5 Os Limites do "Debiasing": Uma Critica as Solu¢bées Técnicas

A constatacao do ciclo de retroalimentacao da desigualdade demanda
uma analise critica das solucdes técnicas propostas no campo da IA, frequente-
mente agrupadas sob o rotulo de "fairness" (justica) e "debiasing" (correcao de
viés) (Mehrabi et al., 2021). Embora meritdrias, essas abordagens apresentam li-
mitacdes conceituais e praticas que reforcam a necessidade de uma critica mais
estrutural (Ferretti; Montibeller; Von Winterfeldt, 2023).

O campo computacional desenvolveu multiplas métricas formais de justi-
ca. Por exemplo, a Paridade Demografica postula que a proporcao de individuos
que recebem um determinado resultado positivo (e.g., a aprovacao de um em-
préstimo) deve ser a mesma entre diferentes grupos demograficos (Denis et al,,
2024). Contudo, esta abordagem pode levar a violacao de principios meritocrati-
cos, ao forcar a selecao de individuos menos qualificados para atingir uma cota
estatistica. Em contrapartida, a Igualdade de Oportunidade exige que as taxas de
verdadeiros positivos e falsos positivos sejam iguais entre os grupos, focando na
equidade do tratamento para individuos igualmente qualificados (Hardt; Price;
Srebro, 2016).

O problema central, documentado na literatura técnica, é a impossibili-
dade matematica de satisfazer simultaneamente multiplas dessas métricas de
justica na maioria dos cenarios do mundo real. A escolha de otimizar para a Pa-
ridade Demografica pode piorar a Igualdade de Oportunidade, e vice-versa. Isso
revela que a "justica" algoritmica nao € um problema de otimizacao técnica, mas
um campo de decisdes normativas e politicas sobre qual definicao de justica
priorizar emm um determinado contexto. E nesse ponto que a critica ao "ethics-
-washing" se aprofunda: uma organizacao pode adotar a métrica que lhe € mais
conveniente ou que menos afeta seu desempenho, declarando seu sistema "jus-
to" com base nesse critério especifico, enquanto ignora as injusticas produzidas
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sob outras oticas. Essa abordagem mascara a natureza politica da escolha sob
um verniz de conformidade técnica, sem alterar as estruturas de poder que pro-
duzem a desigualdade em primeiro lugar.

3.6 Diretrizes para a justica algoritmica: uma perspectiva sociotécnica e deco-
lonial

A superacao do ciclo de retroalimentacao da desigualdade algoritmica
exige uma transicao paradigmatica: de uma abordagem reativa de “correcao de
vieses” para uma busca proativa e continua por justica algoritmica (Rosa; Guas-
que, 2024). Por conseguinte, essa justica ndao pode ser alcancada por meio de
otimizacdes técnicas isoladas, mas requer intervengdes estruturais, procedimen-
tais e epistemoldgicas em toda a ecologia da IA. Nesse sentido, propomos um
conjunto de diretrizes interdependentes, articuladas nos eixos dos dados, dos
algoritmos e da governanca, que visam nao apenas mitigar danos, mas, funda-
mentalmente, reorientar o poder.

Em primeiro lugar, o eixo dos dados demanda uma nova epistemologia
informacional. E necessario abandonar a premissa extrativista que os concebe
COMO recurso bruto a ser explorado e adotar praticas de curadoria eticamente
orientada. Assim, torna-se essencial a documentagcao compulsdria e padronizada
sobre a proveniéncia, as limitacdes e a arquitetura dos dados e modelos, através
de ferramentas como Datasheets for Datasets (Gebru et al., 2021) e Model Cards
for Model Reporting (Mitchell et al.,, 2019). De modo complementar, é preciso
avancar em direcao a modelos de soberania de dados comunitaria, por meio da
criacao de cooperativas ou trusts de dados, dotados de personalidade juridica e
capazes de negociar coletivamente os termos de uso das informacgdes de uma
comunidade — inclusive vetando aplicacdes consideradas danosas.

Em segundo lugar, o eixo algoritmico deve traduzir a transparéncia em
contestabilidade efetiva. Portanto, auditorias externas, independentes e conti-
nuas (Raji; Buolamwini, 2019) ndo devem visar apenas a producao de relatorios,
mas a constituicao de um verdadeiro “devido processo algoritmico”, com vias de
recurso claras e acessiveis para que cidadaos possam contestar decisdes auto-
matizadas que os afetem adversamente. Entretanto, a interpretabilidade (XAl)
precisa ser abordada criticamente, pois uma explicacao superficial pode ofuscar
uma légica estruturalmente injusta. Ademais, a escolha entre diferentes métricas
de justica (Verma; Rubin, 2018) deve ser reconhecida como uma decisao politica,
que expressa uma teoria particular de justica e, por isso, deve ser objeto de deli-
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beracao publica em dominios de alto impacto social.

Por fim, o eixo da governanca democratica e regulatdria € o que garante
a sustentabilidade institucional dessas praticas. Nesse contexto, torna-se crucial
estabelecer marcos regulatérios vinculantes que exijam avaliagcdes prévias de im-
pacto em direitos humanos para sistemas de IA de alto risco, definindo regimes
claros de responsabilizacao e reparacao. Contudo, para que a regulacao seja efe-
tiva, é indispensavel fomentar ecossistemas de co-governanca — envolvendo Es-
tado, setor privado, academia e sociedade civil — e investir em letramento critico
em IA como instrumento de empoderamento civico. Em contraste com a adoc¢ao
acritica de modelos internacionais, a abordagem decolonial enfatiza a autodeter-
minacao regulatdria, de modo que cada contexto desenvolva marcos normativos
coerentes com suas realidades sociais e tradi¢cdes juridicas.

Consideracoes finais

Este artigo demonstrou que a designagao “viés algoritmico” funciona
como um eufemismo que obscurece a natureza intrinsecamente politica da au-
tomacao. Longe de serem falhas técnicas ou anomalias, as exclusdes e os danos
perpetrados por sistemas de Inteligéncia Artificial sdo a consequéncia logica de
sua inscricao em epistemologias hegemaodnicas. A analise revelou o ciclo de retro-
alimentacao pelo qual vetores histdricos de opressao ganham nova velocidade
e escala, sendo codificados na prépria arquitetura dos modelos. Trata-se de um
mecanismo que transmuta poder social em poder computacional, naturalizando
a desigualdade sob um verniz de neutralidade e objetividade técnica.

Em resposta a esse diagnostico, o trabalho avancou para além da critica
a0 apresentar um arcabouco conceitual com diretrizes para a justica algoritmica.
Esse framework, fundamentado em trés pilares interdependentes, propde uma
alternativa as solugdes puramente tecnocraticas. O primeiro pilar, a soberania
dos dados, inspira-se nas teorias de data justice (Heeks; Renken, 2018) e data so-
vereignty (Carroll et al.,2020), mas amplia-as ao situa-las em um horizonte comu-
nitario e decolonial, no qual as proprias comunidades definem os termos de uso
e circulacao de seus dados. O segundo pilar, a contestabilidade efetiva, dialoga
com a tradicao da algorithmic accountability (Citron, 2007; Selbst, 2017), mas des-
loca o foco da transparéncia para a capacidade real de contestacao, reivindican-
do um “devido processo algoritmico” analogo as garantias juridicas classicas. O
terceiro pilar, a governanga democratica e regulatdria, apoia-se nas abordagens
de Al governance e participatory design (Fjeld et al., 2020; Costanza-Chock, 2020),
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a0 mesmo tempo em que incorpora o alerta da literatura decolonial (Mbembe,
2019; Birhane, 2020) contra a importacao acritica de modelos normativos do Nor-
te Global.

Distintamente de propostas existentes, que permanecem restritas a meé-
tricas de fairness ou a instrumentos de conformidade ética, o framework aqui
desenvolvido sustenta que a justica algoritmica € inseparavel da redistribuicao
de poder. As métricas de equidade, embora Uteis em contextos limitados, sao
insuficientes para desmantelar iniquidades e podem, paradoxalmente, operar
como estratégias de ethics-washing que legitimam sistemas estruturalmente
injustos.

As implicacdes deste estudo exigem, portanto, uma reorientacao da
agenda de pesquisa: de uma postura de auditoria reativa para a de imaginacgao e
engenharia de infraestruturas computacionais radicalmente distintas, baseadas
em légicas nao extrativistas e participativas. Uma postura critica consequente
deve também fomentar o debate publico sobre a necessidade de moratdrias ou
de ndao implementacao de tecnologias — como o policiamento preditivo e o sco-
re social — que se mostram incompativeis com os alicerces democraticos e os
direitos fundamentais. A questao fulcral, portanto, desloca-se: nao se trata de oti-
mizar a “justica” em sistemas de |A, mas de deliberar politicamente sobre quem
tem o poder de decidir, e sob quais condicdes éticas e sociais legitimamos sua
existéncia e operacao.
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