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Resumo

Este artigo investiga como sistemas de Inteligéncia Artificial Genera-
tiva (IAG) representam — ou omitem — pessoas com deficiéncia, bus-
cando revelar como essas tecnologias reforcam padrdes normativos e
contribuem para a exclusao simbdlica de corporalidades e vivéncias
divergentes. A pesquisa estd fundamentada nos estudos sobre viés
algoritmico (Faustino; Lippold, 2023; Noble, 2018; Silva, 2022; Tevissen,
2024) e sobre justica algoritmica aplicada a deficiéncia (Packin, 2021,
Guimaraes, 2024), com atencdo especial aos efeitos das auséncias e
esteredtipos nos sistemas de geragao de imagens. A metodologia ado-
tada é a Andlise de Conteudo, conforme Bardin (2011), estruturada em
categorias baseadas no modelo biopsicossocial com definicdes adota-
das pela Pesquisa Nacional de Saude (PNS). O corpus foi composto por
textos e imagens geradas a partir de prompts nas ferramentas de |IA
ChatGPT e Gemini, com o objetivo de representar pessoas com defici-
éncia. A analise revelou uma predominancia de invisibilizacdo e estig-
matizacgao, evidenciando a reproduc¢ao de imaginarios capacitistas e a
auséncia de referéncias visuais inclusivas nos modelos de treinamento.
Os resultados indicam que tais tecnologias refletem vieses sociais e os
amplificam, exigindo uma revisao ética e técnica no desenvolvimento
desses sistemas, com a inclusdo ativa de pessoas com deficiéncia em
todas as etapas do processo.
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Abstract

This article investigates how Generative Artificial Intelligence (GAl)
systems represent—or omit—people with disabilities, revealing how
these technologies reinforce normative patterns and contribute to the
symbolic exclusion of divergent corporealities and experiences. The re-
search is grounded in studies on algorithmic bias (Faustino; Lippold,
2023; Noble, 2018; Silva, 2022; Tevissen, 2024) and algorithmic justice
applied to disability (Packin, 2021; Guimaraes, 2024), with special atten-
tion to the effects of absences and stereotypes in image generation
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systems. The methodology adopted is Content Analysis, according to Bardin (2011), structured into catego-
ries based on the biopsychosocial model with definitions adopted by the National Health Survey (PNS). The
corpus consisted of texts and images generated from prompts in the Al tools ChatGPT and Gemini, aiming
to represent people with disabilities. The analysis revealed a predominance of invisibility and stigmatiza-
tion, highlighting the reproduction of ableist imaginaries and the absence of inclusive visual references in
training models. The results indicate that such technologies reflect and amplify social biases, requiring an
ethical and technical review in the development of these systems, with the active inclusion of people with
disabilities at all stages of the process.
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Introducao

O avanco das tecnologias de Inteligéncia Artificial generativa (IAG) tem
reconfigurado a maneira como corpos, identidades e subjetividades sao repre-
sentados no ambiente digital. Em especial, pessoas com deficiéncia seguem
sendo sistematicamente excluidas e estigmatizadas por sistemas que, longe de
serem neutros, operam com base em padrdes hegemaonicos de normalidade cor-
poral e estética. Neste contexto, € urgente problematizar como essas tecnologias
participam da reproducao e, muitas vezes, da intensificagao de imaginarios ca-
pacitistas.

A justificativa para este estudo se fundamenta em episddios que eviden-
ciam como tecnologias de IAG contribuem para a reproducao de estigmas capa-
citistas, especialmente a partir de denuncias feitas por influenciadores digitais
com deficiéncia. Em julho de 2023, o influenciador Ivan Baron denunciou que
aplicativos de |IA utilizados para criar avatares personalizados — no contexto de
uma trend em que usuarios eram incentivados a gerar imagens de versdes “me-
Ihores de si” — "corrigiram" sua imagem, apagando tracos da sua deficiéncia e
impondo um corpo alinhado a padrdes estéticos normativos. Em junho do mes-
Mo ano, a influenciadora Leandrinha Du Art criticou o uso de um filtro no TikTok
criado para simular sua deficiéncia como forma de escarnio publico, evidencian-
do a banalizagao da violéncia simbdlica contra corpos dissidentes.

Ja em julho de 2025, uma reportagem da jornalista Priscila Carvalho, pu-
blicada na DW (Carvalho, 2025), expds o uso de filtros e imagens sintéticas gera-
das por IA com tracos associados a sindrome de Down para atrair engajamento
em perfis andnimos nas redes sociais, muitas vezes com fins de exploragao se-
xual. Este ultimo caso também foi amplamente denunciado por influenciadores
com deficiéncia, revelando a gravidade da reproducao do capacitismo por meio
dessas tecnologias.
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A partir desses casos, este artigo parte da seguinte pergunta: como siste-
mas de IAG representam pessoas com deficiéncia? O objetivo € analisar se essas
tecnologias reproduzem estigmas e reforcam a invisibilizacao histérica de corpos
e vivéncias que nao correspondem ao corpo normativo. A pesquisa esta funda-
mentada nos estudos sobre viés algoritmico (Faustino; Lippold, 2023; Noble, 2018;
Silva, 2022; Tevissen, 2024) e sobre justica algoritmica aplicada a deficiéncia (Pa-
ckin, 2021, Guimaraes, 2024).

A metodologia adotada foi a Analise de Conteudo, conforme Bardin (2011),
com categorias baseadas no modelo biopsicossocial da deficiéncia utilizado pela
Pesquisa Nacional de Saude (PNS). Esse modelo esta alinhado a Convencao so-
bre os Direitos das Pessoas com Deficiéncia, da Organizacao das Nacdes Unidas
(ONU), e 3 Lei Brasileira de Inclusdo da Pessoa com Deficiéncia (Lei n°13.146/2015).
O corpus analisado incluiu textos e imagens gerados em ferramentas populares
de IAG no Brasil (ChatGPT e Gemini) a partir de prompts que solicitaram a defini-
Gcao e representacao de pessoas com deficiéncia.

A analise revelou uma predominancia de invisibilizacdao e estigmatiza-
¢ao, evidenciando a reproducao de imaginarios capacitistas e estereotipados por
meio da auséncia de referéncias visuais inclusivas presentes nos modelos de trei-
namento. Os resultados indicam que essas tecnologias refletem e amplificam
vieses sociais, demonstrando, assim, a importancia de se trazer esse tipo de dis-
CUSSA0 para o meio académico.

1 Modelo biopsicossocial e as concepg¢oes de deficiéncia

Em escala global, a Organizacao Mundial da Saude (OMS) estimava, em
2011, que mais de 1,3 bilhdo de pessoas viviam com algum tipo de deficiéncia, o
equivalente a cerca de 15% da populacao mundial (World Health Organization,
2011). No contexto brasileiro, segundo a Pesquisa Nacional de Saude (PNS) reali-
zada pelo IBGE em 2019 (IBGE, 2021), aproximadamente 17,3 milhdes de pessoas
relataram ter muita dificuldade ou nao conseguirem realizar ao menos uma das
atividades investigadas, representando cerca de 8,4% da populacao brasileira.

Esses dados expressivos evidenciam a dimensao populacional da defici-
éncia e a necessidade de abordagens que transcendam visdes estritamente bio-
meédicas. No Brasil, esse entendimento foi consolidado com a ratificacdao, com
status de emenda constitucional, da Convencao sobre os Direitos das Pessoas
com Deficiéncia e seu Protocolo Facultativo (Decreto n° 6.949/2009). Esse docu-
mento define a deficiéncia como o resultado da interacdao entre pessoas com
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impedimentos de longo prazo e as barreiras relacionadas as atitudes e ao am-
biente, que limitam sua participagao plena e efetiva na sociedade em igualdade
de condi¢des com as demais pessoas.

Esse conceito foi incorporado a Lei Brasileira de Inclusao da Pessoa com
Deficiéncia (Lei n°13.146/2025), que adota o modelo biopsicossocial de avaliacdo.
Esse modelo supera a abordagem exclusivamente médica ao compreender a
deficiéncia ndao apenas como um impedimento individual, mas como uma con-
dicao construida na relacao com barreiras fisicas, comunicacionais, atitudinais,
tecnoldgicas e institucionais que restringem direitos e oportunidades.

Desde 2001, a Classificagcao Internacional de Funcionalidade, Incapaci-
dade e Saude (CIF), surge como uma proposta feita pela OMS, para atender a
mudanca de paradigma no campo da deficiéncia. O foco se desloca da incapa-
cidade para a funcionalidade, reconhecendo o papel central do ambiente na pro-
ducao da inclusao ou da exclusao das pessoas. Como destacam Farias e Buchalla
(2005), a CIF substitui o enfoque negativo centrado na limitacao individual por
uma perspectiva positiva, considerando as atividades que o individuo pode de-
sempenhar e sua participag¢ao social, sendo uma ferramenta fundamental para
a avaliacao das condicdes de vida e a formulagao de politicas publicas inclusivas,
por exemplo.

Justamente por ser um conceito relacional e em constante transformacao,
as classificacdes e definicdes no campo da deficiéncia permanecem em disputa.
Malta et al. (2016) ressaltam a complexidade do termo, como o uso de diferen-
tes expressoes, tipologias e nomenclaturas, revelando tensdes entre abordagens
biomeédicas, sociais e interseccionais, indicando a necessidade de posicionamen-
tos metodoldgicos claros em cada pesquisa.

Para os fins deste artigo, optou-se por adotar as definicdes e os dados PNS
2019 (IBGE, 2021), que contempla, em sua metodologia, o critério de deficiéncia
autorreferida, ou seja, a declaragcao de uma pessoa sobre a sua propria condicao
de deficiéncia. A pesquisa mensura o grau de dificuldade enfrentado na reali-
zacao de determinadas atividades do cotidiano, permitindo uma aproximacgao
mais subjetiva e contextualizada da experiéncia da deficiéncia, conforme o mo-
delo biopsicossocial. Segundo a PNS, os principais tipos de deficiéncia classifica-
dos sao: visual, auditiva, fisica e mental.

Em termos estatisticos (IBGE, 2021), a deficiéncia fisica € uma das mais
prevalentes: 3,8% da populacao brasileira apresenta dificuldade em utilizar os
membros inferiores ou superiores para realizar tarefas cotidianas, enquanto 2,7%
apresentam dificuldades nos membros superiores. A seguir, a deficiéncia visual,
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definida como ter muita dificuldade ou nao conseguir enxergar de modo algum,
representa 3,4% da populacao. A deficiéncia mental, por sua vez, € identificada
guando ha dificuldade permanente para realizar atividades do dia a dia em razao
de limitagcdes cognitivas ou emocionais, afetando 1,2% da populacao. Ja a defici-
éncia auditiva, caracterizada por limitacdes severas na capacidade de ouvir, afeta
1% da populacdo. E importante destacar gue uma mesma pessoa pode apresen-
tar mais de um tipo de deficiéncia, razao pela qual as prevaléncias nao devem ser
somadas diretamente para estimar o total da populagao com deficiéncia. Nesse
sentido, outra categoria que sera utilizada para analise é a de deficiéncia multi-

pla.

2 Inteligéncia Artificial sob olhar critico

Existe uma historia popular do Folclore Hindu, que fala sobre um grupo de
sete cegos que € convidado para conhecer um elefante. Cada um toca uma parte
distinta do animal — a tromba, a perna, a orelha, a presa — e, com base nessa ex-
periéncia parcial, constrdi uma descricao total do que acredita ser o elefante. Um
diz que se trata de uma serpente; outro, de uma arvore; um terceiro afirma que é
um leque. Nenhum esta absolutamente errado, mas todos estao perigosamente
certos. A fabula antiga nos serve como metafora para refletir sobre a Inteligéncia
Artificial contemporanea: sistemas construidos a partir de recortes limitados da
realidade, que, mesmo com base em dados parciais e enviesados, oferecem res-
postas com aparéncia de totalidade, autoridade e precisao.

A Inteligéncia Artificial opera com a confianca de quem “vé tudo”, mas
com os olhos vendados por bases de dados incompletas, normativas e histori-
camente excludentes (Silva, 2022). O que ela representa — em imagens, textos
ou decisdes automatizadas — é menos o reflexo do mundo e mais a projecao de
um mundo editado, onde certos corpos, experiéncias e existéncias simplesmente
nao cabem. Quando o que esta em jogo sao as representacdes de pessoas com
deficiéncia fisica, por exemplo, o efeito € duplamente violento: além da invisibi-
lidade, ha a reafirmacao simbodlica de um ideal de corpo funcional, auténomo e
produtivo, excluindo toda diferenca que escape a esse molde (Tevissen, 2024).

“A inteligéncia artificial procura preparar os computadores para fazer o
tipo de coisa que a mente é capaz de fazer” (Boden, 2020, p. 13). Pensada durante
a Segunda Guerra Mundial por uma equipe de estudiosos capitaneados por Alan
Turing, a IA, antes um sistema matematico, unicamente probabilistico e que per-
formava por coédigos binarios, transformou-se assustadoramente ao longo dos
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anos, desbravando diferentes campos como a computacao, psicologia, biologia,
filosofia, linguistica, entre muitos outros.

N3ao € nosso objetivo realizar uma contextualizagao historica sobre os pro-
cessos evolutivos e mutacionais da IA, desde sua criagcao, mas, focar em seu de-
sempenho atual, baseado nas redes neurais artificiais. Hoje, associadas ao Apren-
dizado Profundo (em inglés, deep learning), as redes neurais dispdem de muitos
recursos, sendo capazes de hierarquizar informacdes, realizar comparacdes, des-
cobrir padrdes, codificar termos e palavras, aprimorar treinamento de maquinas,
entre outros aspectos. De acordo com Boden (2020), a maioria das redes neurais
€ capaz de aprender.

Seu funcionamento seria ideal e sua utilidade seria inegavel se nao hou-
vesse um aspecto importante dentro deste processo: os dados de treinamento.
Partimos do pressuposto de que a Inteligéncia Artificial se materializa através de
mMaquinas que sao capazes de aprender, através da inser¢ao de determinadas
informacdes. Logo, como defende Silva (2022), a qualidade destes dados e como
eles sao angariados, vai influenciar, diretamente, as respostas que serao elabora-
das pela maquina.

Portanto, qualquer aplicativo da IA, seja ele qual for, depende de dados.
No entanto, isso levanta questdes criticas quanto a origem, diversidade e repre-
sentatividade dessas informacdes. A maioria da base de dados utilizada no trei-
namento das IAs € composta majoritariamente por conteuddos em contextos
eurocentrismo e hegemonicos, o que implica na reproducao e amplificacao de
vieses historicos e culturais. Para Grohmann e Araujo (2021), os imaginarios nar-
rativos que a sociedade tem sobre si mesma se conecta as formas materiais da
Inteligéncia Artificial, fruto do trabalho humano e reflexo das relacdes de poder.
De acordo com os autores, € possivel dizer que a IA também é uma ferramenta
cultural, onde esteredtipos sao naturalizados em virtude da “ideologia do Vale do
Silicio".

Construidos para identificar padrdes, os algoritmos sao projetados com
base em dados histdricos e padrdes preexistentes. Diversos autores (Noble, 2018;
Silva, 2022; Packin, 2021; Guimaraes, 2024) destacam como esses sistemas podem
perpetuar e até intensificar vieses discriminatoérios, favorecendo conteddos que
reforcam esteredtipos e marginalizando grupos historicamente excluidos. Essa
situacao se agrava diante da auséncia de transparéncia e de regulamentacao efi-
caz (Guimaraes, 2024), o que impede o controle social sobre como os algoritmos
operam e sobre os interesses que o0s orientam.

Esse cenario € marcado pela concentracao do desenvolvimento e da go-
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vernanca dessas tecnologias nas maos de grandes corporacdes tecnoldgicas, as
chamadas Big Techs, situadas majoritariamente no Norte Global. Como apontam
Faustino e Lippold (2023), isso configura uma forma contemporanea de colonia-
lismo digital, que ndo se trata apenas de uma metafora, mas de uma dinamica
concreta do capitalismo tardio que reorganiza o mundo a partir de novas formas
de exploracao econdmica e controle simbdlico. As Big Techs tém atuado de forma
explicita na influéncia de politicas governamentais, muitas vezes em articulacao
com grupos conservadores e de extrema-direita, que operam estrategicamente
para barrar propostas de regulamentacao, ndo apenas em seus proprios paises,
mas também ameacando a soberania dos paises do Sul Global.

Esse dominio das Big Techs sobre o ecossistema digital global, aliado a
sua influéncia politica e econdmica, revela tensdes profundas em torno da so-
berania digital. As disputas nao dizem respeito apenas a auséncia de regulacao,
mas a propria capacidade dos Estados, especialmente do Sul Global, de manter
autonomia frente a essas empresas que controlam infraestruturas estratégicas
e moldam dinamicas comunicacionais, mercadoldgicas e sociais. Nesse sentido,
as questdes relacionadas a soberania digital sao frequentemente relacionadas
ao poder dessas grandes empresas de tecnologia e a percepcao de uma falta de
governanca e regulacao adequadas sobre elas. Atualmente, um dos principais
desafios a soberania digital vem das caracteristicas amorfas das redes descentra-
lizadas e do poder material e imaterial das Big Techs, que controlam infraestru-
turas sociais vitais, influenciam a criacao e regulacao de mercados, e estruturam
a comunicacao publica (Couture; Toupin, 2019).

3 Representacdoes imagéticas da deficiéncia pela IA

Em 2024, o pesquisador francés Yannis Tevissen investigou, através de um
experimento pratico, como modelos populares de geracao de imagens por IA re-
presentavam pessoas com deficiéncia (PCD), identificando possiveis vieses visu-
ais e simbolicos. Foram utilizados diversos modelos de IAG. Os prompts utilizados
foram “a disabled man” (em portugués, homem com deficiéncia) e “a disabled
woman” (em portugués, mulher com deficiéncia).

Foram geradas cerca de 2.000 imagens, que foram analisadas por anota-
dores humanos, que classificaram as imagens quanto a: (1) Aparéncia de deficién-
cia fisica; (2) Presenca de cadeira de rodas; (3) Idade aparente; (4) Expressao emo-
cional. A grande maioria das imagens geradas retratou pessoas com deficiéncia
como velhas, tristes e em cadeiras de rodas manuais; exibiu pouca diversidade de
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género, idade e tipos de deficiéncia. Os resultados revelaram, portanto, estereo-
tipos enraizados em datasets e modelos de IA. Um problema de representacoes
limitadas e imprecisas, que reforcam o capacitismo e a exclusao simbdlica.

Estudos como este, conduzido por Tevissen (2024) nos alertam para os
sistemas de IA, que tendem a reproduzir esteredtipos Nocivos sobre pessoas com
deficiéncia e como é urgente que pesquisadores e desenvolvedores adotem pra-
ticas inclusivas e implementem mecanismos de deteccdo e mitigacao de viés.

O professor da Toronto Metropolitan University, Ayoob Sadeghiani, publi-
cou, em 2024, um experimento com 444 imagens geradas por modelos de IAG,
que demonstraram a exclusao ou representacao estereotipada de pessoas com
deficiéncia em cenarios ocupacionais diversos. O experimento envolveu 37 ocu-
pacdes, comparando representacdes por: (1) Género; (2) Raca (foco em pessoas
negras); (3) Faixa etaria; (4) Presenca de deficiéncia visivel, que curiosamente nao
foram representadas em nenhuma das imagens analisadas.

Os resultados sugerem que a IAG reforca desigualdades sociais existen-
tes, espelhando esteredtipos de género, raga e idade ja presentes no mercado de
trabalho. A auséncia completa de pessoas com deficiéncia indica uma exclusao
estrutural nos datasets e algoritmos das ferramentas utilizadas. Por fim, o autor
argumenta que, mesmo que esses vieses reflitam dados do mundo real, sua re-
producao automatizada perpetua padrdes antidemocraticos.

Um outro estudo, conduzido por pesquisadores do Minderoo Centre for
Technology and Democracy (Newman-Griffis et al., 2022), da Universidade de
Cambridge, destacou diferentes abordagens com relagcao ao termo “deficién-
cia”. A pesquisa conduziu uma revisao critica de documentos técnicos, politicas
e aplicacdes de IA, com foco em contextos como saude, mercado de trabalho e
assisténcia social e, analisou como definicdes especificas de deficiéncia moldam
arquiteturas algoritmicas, parametros de decisao e resultados praticos. Dentre os
principais achados, os autores destacam que muitos sistemas operam implicita-
mente sob o modelo médico, ignorando as barreiras sociais e o contexto. Abor-
dagens baseadas na funcionalidade tendem a homogeneizar experiéncias de
deficiéncia, eliminando nuances importantes, priorizando métricas normativas.

Um estudo conduzido por Hutchinson et al. (2020) investigou como mo-
delos de Processamento de Linguagem Natural (PLN) reproduzem vieses sociais
contra pessoas com deficiéncia, criando barreiras para a inclusao digital e a par-
ticipagao em espacos online. Através da analise de dois modelos o estudo foi ca-
paz de classificar toxicidade em contextos de moderacao de conteudo e analisar
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sentimentos, através de aplicacao de frases neutras contendo mencgdes a defici-
éncias para medir como eram classificadas.

Entre os principais resultados, o estudo destacou que frases com termos
como “mental illness” (em portugués, doenca mental) foram frequentemente
classificadas como toéxicas ou negativas, mesmo quando seu conteddo era neu-
tro. Estes termos também foram associados a violéncia, drogas e criminalidade.

No Brasil, € possivel encontrar diversos artigos e pesquisas que envolvam
a tematica sobre IA e pessoas com deficiéncia, nossas buscas nos mostraram es-
tudos que vao desde acessibilidade, a educacao inclusiva, ensino, medicina, tanto
sob ponto de vista de potencialidades quanto aos riscos ali presentes. Entretanto,
localizamos poucas' pesquisas que realizassem um estudo sobre representacoes
imagéticas de pessoas com algum tipo de deficiéncia. Este fato nos mostra a
relevancia de desenvolver estudos como o que propomos neste trabalho e a ur-
géncia de discutirmos, academicamente, sobre esse tipo de representacao de
pessoas que ja sao marginalizadas pela sociedade. A falta de pesquisas, sob esta
Otica, so reforca nossa hipotese de que pessoas com deficiéncia seguem sendo
apagadas e esquecidas.

Um dos estudos localizados pertence a pesquisadora Luiza Guimaraes
(2024), que discute como as tecnologias digitais participam de processos de ex-
clusao social. Embora o foco central esteja no racismo, a autora adota uma abor-
dagem interseccional que contempla, também, as formas de exclusao sofridas
por pessoas com deficiéncia, entre outros grupos. Além disso, Guimaraes (2024),
ao tratar de pessoas com deficiéncia, argumenta que a construcao dos algorit-
mos e dos dados que os alimentam ocorre com base em corpos normativos, o
gue invisibiliza ou distorce corporalidades fora do padrao, como as das pessoas
com deficiéncia. Consequentemente, os sistemas de |A, ao ndo contemplarem a
diversidade corporal e funcional, reproduzem barreiras e estigmas ja presentes
Nna sociedade.

Trazemos, também, como exemplo, experimento feito por Winques e
Magnolo (2024), que investigou como as IAs generativas representam 0s ano-
tadores de dados. O experimento feito com texto e imagem demonstrou que
essas representacodes visuais estao impregnadas de vieses coloniais e neoliberais
e invisibilizam a realidade dos trabalhadores do Sul Global ao substitui-las por
imagens higienizadas, brancas e tecnoldgicas.

1 Até o fim da escrita deste artigo, em julho de 2025.
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3.1 Descri¢do do experimento e método de andlise

A justica de dados constitui um conceito central dentro dos estudos criti-
cos de dados. Para Kitchin e Lauriault (2014), tais estudos devem considerar os ar-
ranjos sociotécnicos nos quais 0os dados sao produzidos, circulam e sao utilizados,
destacando a inseparabilidade entre tecnologia, sociedade e politica. No contex-
to da Inteligéncia Artificial, como discutido anteriormente, torna-se impossivel
refletir sobre seus impactos sem considerar os dados que a alimentam.

Como apontado anteriormente, o treinamento de modelos de IA com da-
dos relacionados a pessoas com deficiéncia exige uma abordagem ética e critica.
Por um lado, o uso de dados acessiveis e diversificados pode contribuir para o
desenvolvimento de sistemas mais inclusivos, como tecnologias assistivas e in-
terfaces adaptadas. No entanto, conforme apontam Newman-Griffis et al. (2022),
a forma como a deficiéncia é conceituada nos dados — muitas vezes reduzida a
métricas funcionais ou diagnosticas — pode reforcar visdes medicalizantes, invi-
sibilizando dimensdes sociais e culturais da experiéncia de ser uma pessoa com
deficiéncia.

Esse reducionismo alimenta sistemas que classificam, rotulam e, até mes-
mo, excluem esses individuos com base em padrdes normativos de capacidade.
Além disso, Hutchinson et al. (2020) demonstram que modelos de PLN tendem
a associar termos relacionados a deficiéncia a conteddos negativos ou toxicos,
revelando vieses aprendidos durante o treinamento. Tal viés €, também, social, ja
que reflete um capacitismo estrutural embutido nas bases de dados replicado de
forma automatizada. O risco, portanto, reside em perpetuar esteredtipos e am-
pliar exclusdes simbodlicas e praticas (Silva, 2022). Partindo desse entendimento,
este estudo sustenta que o poder dos dados em gerar classificacdes e interferir
na vida social precisa estar orientado por principios de justica social.

Ao problematizar os sistemas de |A generativa, este estudo dialoga com
perspectivas criticas que abordam a tecnologia em sua dimensao colonial e es-
truturalmente desigual — com énfase em marcadores como raca (Silva, 2022),
género (Noble, 2018), classe social (Faustino; Lippold, 2023) e deficiéncia (Packin,
2021). Ainda que a Analise de Conteudo seja amplamente reconhecida por seu
viés quantitativo, aqui ela é aplicada em sua vertente qualitativa. Tal abordagem
permite a extracao de significados a partir dos elementos comunicacionais da
mensagem, possibilitando a identificacdo de camadas subjacentes. Por meio
desse método, é possivel formular inferéncias fundamentadas, contextualizando
criticamente os dados obtidos.
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Como categorias, elencamos: (1) Deficiéncia visual; (2) Deficiéncia auditiva;
(3) Deficiéncia fisica; (4) Deficiéncia mental; (5) Deficiéncia multipla, termos pre-
sentes na PNS. Como critérios de analise, consideramos a presenca e/ou auséncia
de representacdes silenciadas; representacdes estigmatizadas; linguagem visual
predominante (se é visivel/perceptivel a deficiéncia, se ela usa um discurso nor-
matizante, se ha presenca de proteses, cadeira de rodas, bengalas, entre outros)
e se ha, na imagem barreiras fisicas.

As plataformas escolhidas foram o ChatGPT e o Gemini. Nossa escolha
baseou-se em uma pesquisa realizada em maio de 2025, pela agéncia de SEO
Conversion, em parceria com a ESPM, que investigou o impacto da Inteligéncia
Artificial na vida das pessoas. O ChatGPT, da OpenAl, foi citado por 64,3% dos
participantes como a primeira marca gue vem a mente quando pensam em IA,
seguido pela Gemini, da Google, mencionada por 16%. Essas também foram as
ferramentas de IA mais utilizadas pelos entrevistados: 92% afirmaram ja ter usa-
do o ChatGPT, e 76,7% a Gemini.

A fase exploratdéria aconteceu entre os dias 18 e 22 de julho de 2025. Na
tentativa de obter resultados diversos, foram utilizadas duas contas de cada pla-
taforma escolhida. E necessario dizer que antes de qualquer busca textual, refor-
camos as plataformas que elas deveriam responder, de fato, como maquinas de
A generativa, com um comando simples, como por exemplo: “Wocé é o ChatGPT
da OpenAl e devera responder as questdes a seguir como tal”. Dito isso, o texto
abaixo esta dividido em dois momentos: no primeiro, discutimos os textos gera-
dos pelo ChatGPT e pelo Gemini e, depois, as imagens criadas pelas plataformas.

3.2 As representac¢ées imagéticas de pessoas com deficiéncia no ChatGPT

Em nossa interacao conversacional com a maquina, as perguntas
(prompts) que nortearam a analise foram: (1) “Descreva de forma detalhada o que
sao pessoas com deficiéncia”; (2) “Quais sao os tipos de deficiéncia?”; (3) “Quais
sao as caracteristicas fisicas, culturais e psicoldgicas das pessoas com deficién-
cia?”. A seguir, apresentamos as respostas reduzidas?

2 Um documento suplementar com as conversagdes completas foi anexado junto deste artigo.
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Figura 1 - Respostas textuais ChatGPT e Gemini através
das interagcées com as autoras
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Fonte: captura de tela realizada pelos autores (2025).

Embora seja possivel mudar a “personalidade” da IA, vamos nos concen-
trar aqui na personalidade do ChatGPT e da Gemini, enquanto I6gica de produ-
¢ao narrativa®. Conforme mencionamos acima, as categorias de analise foram os
termos, ja elaborados e explicados, pela PNS. Na tabela acima é possivel observar
gue as respostas sao completas e bem detalhadas, dando conta de apresentar,
explicar e exemplificar o universo aqui estudado. A base das respostas parece
estar ancorada na Lei Brasileira de Inclusao da Pessoa com Deficiéncia (Lei n°
13.146/2015) e na Convencado da ONU sobre os Direitos das Pessoas com Deficién-
cia.

Nesse sentido, um aspecto relevante é que ambas as IAG reforcam, em
suas respostas, a nocao de deficiéncia como construida na interacao entre impe-
dimentos e barreiras (arquitetdnicas, comunicacionais, tecnologicas, atitudinais,
entre outras), demonstrando alinhamento com o modelo biopsicossocial. As de-
finicdes apresentadas revelam uma tentativa de representar a diversidade en-
tre as pessoas com deficiéncia, citando tipos comumente reconhecidos dentro
do campo dos estudos da deficiéncia. Além disso, destacam aspectos culturais,
como as lutas por direitos e os processos de afirmacao identitaria, compreendi-
dos como formas de reconhecimento e resisténcia.

No entanto, nota-se que as defini¢cdes ainda sao marcadas pela énfase em

3 Atécnicaconsiste naformulacdode comandosou perguntas de uma maneira que orienta a lAgenerativa
a produzir respostas dentro de um espectro desejado de comportamento ou conhecimento.
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conceitos biomédicos: o ChatGPT descreve limitacdes dos corpos e mentes sem
explicitar as barreiras que contribuem para essas limitacdes, enquanto o Gemini
recorre a termos da Classificacao Internacional de Doencgas (CID). Essa tendéncia
revela um tensionamento entre a adesao discursiva ao modelo biopsicossocial e
a persisténcia de elementos da légica médica tradicional, que por sua vez, reflete
as disputas tedricas e politicas que ainda atravessam o universo das Pessoas com
Deficiéncia.
3.3 As representag¢bées imagéticas de pessoas com deficiéncia no Gemini

Em nossas interagcdes conversacionais com a maquina, os prompts utiliza-
dos para gerar as imagens foram: (1) “Crie imagens de pessoas com deficiéncia”;
(2) “Crie imagens de pessoas com deficiéncia visual”; (3) “Crie imagens de pessoas

com deficiéncia auditiva”; (4) “Crie imagens de pessoas com deficiéncia fisica”; (5)
“Crie imagens de pessoas com deficiéncia multipla”.

Figura 2 - Curadoria de imagens através da interagcao com as duas autoras

Fonte: Elaborado pelas autoras.
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Conforme mencionamos anteriormente, como critérios de analise, consi-
deramos (1) a presenca e/ou auséncia de representacdes silenciadas; (2) represen-
tacdes estigmatizadas; linguagem visual predominante (se é visivel/perceptivel
a deficiéncia, se ela usa um discurso normatizante, se ha presenca de proteses,
cadeira de rodas, bengalas, entre outros); (3) se ha, na imagem barreiras fisicas.
Também foi realizada uma curadoria das imagens geradas na interacao feita por
cada um dos autores nas duas plataformas, com o objetivo de selecionar os resul-
tados mais significativos para analise e discussao.

Com relacao ao critério “representacdes silenciadas ou ausentes”, embora
as plataformas de IAG analisadas tenham produzido imagens com diferentes ti-
pos de deficiéncia, algumas condi¢cdes permanecem silenciadas. Nenhuma das
ferramentas representou pessoas com deficiéncia oculta ou neurodivergente
usando corddes de identificacao, tampouco pessoas com nanismo e apenas uma
representacao de uma pessoa com Sindrome de Down. Além disso, ha maioria
dos casos, as deficiéncias estavam visiveis apenas por meio do uso de tecnologias
assistivas, como cadeiras de rodas, muletas, bengalas, cao-guia, proteses ou apa-
relhos auditivos, deixando de lado a pluralidade de vivéncias que nao envolvem
esses dispositivos.

Ao observar o critério “representag¢des estigmatizadas e linguagem predo-
minante", observamos que as imagens apresentaram elementos estigmatizantes
ou pouco realistas. No caso da deficiéncia visual, por exemplo, o uso de tapa-o-
Ihos ou 6culos escuros em diversas representacdes reforca esteredtipos e indica
dificuldade das IAG em representar essas multiplas possibilidades de vivéncia
dessa condicao. A imagem selecionada do ChatGPT mostra uma mulher branca
com oculos escuros e bengala branca em um parque, representando uma forma
estereotipada de cegueira que ignora outras possibilidades, como a baixa visao.
O Gemini, por sua vez, reforcou esse padrao ao agrupar diferentes dispositivos,
como tapa-olho, cao-guia e bengala, de forma incoerente.

Em relacao a deficiéncia auditiva, na maioria dos casos, as pessoas foram
representadas utilizando aparelhos auditivos e usando Linguas de Sinais (LS).
Ambas as IAG ignoram a diversidade dentro da comunidade surda, como pes-
soas oralizadas, sem contato com a LS, ou que nao utilizam aparelhos auditivos.

Para deficiéncia fisica, o ChatGPT gerou uma imagem com quatro pesso-
as jovens, sobre fundo neutro, sendo que apenas uma era negra e sem indicagcao
visivel de deficiéncia, além do uso de 6culos. O Gemini, por outro lado, retrata ho-
mens brancos em cadeiras de rodas interagindo com mulheres sem deficiéncia
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aparente, o que pode remeter a estereodtipos de género associados ao cuidado. Ja
nas imagens de deficiéncia multipla ambas as plataformas apresentaram incon-
sisténcias: o ChatGPT combinou elementos improvaveis, como o uso simultaneo
de cadeira de rodas e bengala branca, enquanto o Gemini criou cenas descone-
xas, incluindo uma cabeca de cachorro no colo de uma pessoa com deficiéncia e
uma janela com uma mao fazendo sinais, sem qualquer l6égica narrativa.

Além disso, o ChatGPT tende a representar pessoas em poses neutras,
com fundo liso ou em ambientes genéricos, e expressoes faciais controladas, en-
qguanto o Gemini insere 0s personagens em cenas sociais, com expressdes de
felicidade exageradas. Em ambas as plataformas, a maioria dos corpos é branca,
jovem e dentro dos padrdes estéticos normativos, com pouca variagcao étnica ou
etaria. A deficiéncia é tratada majoritariamente como atributo visual e marcada
por tecnologias assistivas, 0 que empobrece a complexidade das vivéncias reais.

Ao olharmos para o critério “presenca de barreiras fisicas”, as imagens,
em sua Mmaioria, ignoram as barreiras fisicas presentes no cotidiano das pessoas
com deficiéncia. O cenario de fundo, quando existente, tende a ser idealizado.
Em alguns casos, como nas imagens do Gemini, foram representados elemen-
tos como piso tatil e guia rebaixada, mas sem contextualizacdao com situacdes
reais de deslocamento ou acessibilidade. Nao ha representacao de obstaculos
urbanos, dificuldades de mobilidade ou qualquer indicagcao de enfrentamento
de barreiras arquitetdnicas, tecnoldgicas e comunicacionais.

Em resumo, embora as plataformas de IAG tenham apresentado uma
gama de representacdes de pessoas com deficiéncia, elas ainda operam com
limitacdes, reproduzindo estigmas, inviabilizando certas deficiéncias e oferecen-
do um retrato romantizado e idealizado da experiéncia com a deficiéncia. Isso
reforca a necessidade de avanc¢os na construcao de bases imagéticas mais repre-
sentativas, éticas e informais sobre essa populacao.

Consideracgodes Finais

Os resultados do experimento demonstram que, embora as IAG tenham
sido capazes de apresentar em texto definicdes detalhadas alinhadas ao modelo
biopsicossocial e de produzir imagens que incluem representacdes de pessoas
com deficiéncia, as representacdes imagéticas ainda sao limitadas, estereotipa-
das e, em muitos casos, tecnicamente e conceitualmente equivocadas, eviden-
ciando a superficialidade e opacidade de treinamento, ao representarem corpos
fora do padrao normativo.

Revista Linguagem em Foco Fortaleza, CE v.17n.3 ISSN 2674-8266



Representac¢des algoritmicas da deficiéncia: uma andlise de imagens geradas... 226

A deficiéncia é frequentemente tratada como um marcador visual, asso-
ciado ao uso de dispositivos assistivos, sem espaco para deficiéncias invisiveis ou
para os aspectos subjetivos das vivéncias. Observa-se uma baixa representativi-
dade ou auséncia de pessoas com deficiéncia intelectual, nanismo, neurodiver-
géncia ou deficiéncias ndo aparentes, além de uma homogeneizagao dos corpos
retratados: geralmente brancos, jovens, magros e felizes. Essa padronizagao apa-
ga a pluralidade e a complexidade das experiéncias das pessoas com deficiéncia,
reforcando a invisibilizacao histérica de determinados corpos.

Esses achados evidenciam como o imaginario capacitista continua ope-
rando na logica de producao das IAG, possivelmente por se basearem em bancos
de dados e modelos de treinamento alimentados por conteddos ja enviesados.
Dessa forma, essas plataformas acalbam por reproduzir esteredtipos, apagamen-
tos e idealizacdes.

Cabe destacar, contudo, algumas limitagdes importantes deste estudo.
Foram utilizados prompts simples e diretos, o que pode ter restringido a comple-
xidade das respostas das plataformas. Além disso, foi empregada a versao gratui-
ta do ChatGPT. O numero de imagens analisadas foi reduzido, o que nao permite
generalizagcdes amplas. Reconhecemos, ainda, que o estudo esta sujeito a um
processo de defasagem, uma vez que essas plataformas estao em constante atu-
alizacao. Ainda assim, os resultados sao representativos de um momento histori-
co e ajudam a evidenciar os limites atuais das IAG frente as questdes discutidas
neste artigo.

Para além do que foi analisado neste experimento, ha direcdes futuras de
pesquisa relacionadas a recortes de género e raca nas representagdes de pessoas
com deficiéncia, bem como a figura dos cuidadores, cuja presenga nas imagens
tende a reforcar esteredtipos de género que também merecem atengao critica.

Diante desse cenario, este artigo espera contribuir para o debate sobre os
preconceitos e invisibilizacdo de corpos nao-normativos em IAG, evidenciando
a necessidade urgente de aprimoramento do treinamento e validacao desses
sistemas. Se essas tecnologias, hoje, contribuem para moldar e projetar futuros
imaginarios, é preciso compreender quais corpos, experiéncias e subjetividades
terdo o direito de existir e serem representados nesses futuros. Para isso, é funda-
mental que pessoas com deficiéncia participem ativamente da produc¢ao desses
sistemas como usuarios e como co-autores dessas tecnologias.
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