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Resumo
A expansão da inteligência artificial generativa (IAG) redefine as fron-
teiras entre linguagem, autoria e poder, desafiando as ciências huma-
nas e sociais a repensar o papel da escrita e da crítica no capitalismo 
digital. Este artigo analisa como a IAG transforma os modos de dizer 
e reconhecer, convertendo a escrita em campo de disputa entre cap-
tura discursiva e autoria crítica. Fundamentado na tradição marxista 
e frankfurtiana e em estudos contemporâneos sobre inteligência ar-
tificial generativa, o estudo investiga a IAG como dispositivo de auto-
mação da linguagem e de extração de valor, articulando dimensões 
simbólicas e materiais. Estruturado em três eixos, o texto discute: (1) a 
erosão da autonomia crítica diante da simulação algorítmica de afeto e 
sentido; (2) as infraestruturas digitais privadas que sustentam regimes 
de dominação, colonialidade e extrativismo ambiental e de dados; e 
(3) práticas insurgentes de reapropriação tecnológica orientadas por 
uma ética de justiça social e soberania informacional. Sugere-se que 
resistir à captura discursiva implica afirmar a linguagem como espaço 
de dissenso e a autoria como gesto coletivo e inacabado de criação, 
responsabilidade e justiça social.
Palavras-chave
Inteligência Artificial Generativa. Autoria Crítica. Captura Discursiva. 
Capitalismo Digital. Subjetividade e Linguagem.

Abstract
The expansion of generative artificial intelligence (GAI) redefines the 
boundaries between language, authorship, and power, challenging 
the humanities and social sciences to rethink the role of writing and 
critique in digital capitalism. This article examines how GAI transforms 
modes of saying and recognizing, turning writing into a field of dispute 
between discursive capture and critical authorship. Grounded in the 
Marxist and Frankfurt School traditions and in contemporary studies 
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on generative artificial intelligence, the study investigates GAI as a device for language automation and val-
ue extraction, articulating symbolic and material dimensions. Structured around three axes, the text discuss-
es: (1) the erosion of critical autonomy in the face of the algorithmic simulation of affect and meaning; (2) the 
private digital infrastructures that sustain regimes of domination, coloniality, and environmental and data 
extractivism; and (3) insurgent practices of technological reappropriation guided by an ethics of social jus-
tice and informational sovereignty. It suggests that resisting discursive capture means affirming language 
as a space of dissent and authorship as a collective and unfinished gesture of creation, responsibility, and 
social justice.
Keywords
Generative Artificial Intelligence. Critical Authorship. Discursive Capture. Digital Capitalism. Subjectivity and 
Language.

Introdução

A disseminação das inteligências artificiais generativas (IAG) na educação, 
na produção do conhecimento e na vida social impõe às ciências humanas e 
sociais o desafio de analisar criticamente seus efeitos sobre a linguagem, a sub-
jetividade e as condições materiais de existência. Esta reflexão ancora-se na tradi-
ção crítica inaugurada por Karl Marx e Friedrich Engels (2017) [1932] – para quem 
linguagem, consciência e trabalho se constituem historicamente nas condições 
materiais da produção – alinhando-se ao que,  de Lukács a Adorno e Horkheimer, 
problematiza-se a alienação, a reificação e as formas de dominação mediadas 
pela técnica e pela cultura. Nesse horizonte de observação, a preservação da ca-
pacidade crítica do pensamento e da escrita diante da difusão de ferramentas 
que automatizam a linguagem e reorganizam os tempos e os modos de produ-
ção textual torna-se uma questão latente.

Nessa direção, este artigo busca responder à seguinte pergunta de pes-
quisa: Como a inteligência artificial generativa (IAG) reconfigura as condições 
discursivas, subjetivas e materiais da escrita, e como a noção de autoria crítica 
pode atuar como resistência à captura discursiva no capitalismo digital? Em vias 
de demonstrar preocupação com tópicos que margeam elementos destacados 
no questionamento, o debate acadêmico contemporâneo expressa ambivalên-
cias. Para fins de exemplo, alguns periódicos e programas de pós-graduação re-
correm a softwares que supostamente “detectam” o uso de IAG, enquanto outros 
setores estimulam seu emprego em cursos e oficinas, por vezes sem diretrizes 
éticas ou teóricas claras.

Tomada como categoria analítica, a captura discursiva designa os proces-
sos pelos quais sistemas algorítmicos reconfiguram modos de dizer, perceber e 
reconhecer, orientando a produção de sentido por enquadramentos normativos 
de linguagem, afeto e visibilidade voltados à eficiência e ao controle (Bruno, 2013; 
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Chun, 2021; Han, 2015; Crawford, 2021). Em tais sistemas, o que pode aparecer, cir-
cular e ser legitimado como conhecimento é definido por lógicas de plataforma 
que simulam neutralidade, mas privilegiam determinadas sensibilidades e pers-
pectivas (Gillespie, 2018; Noble, 2018).

Na IAG, essa captura se intensifica, pois a recombinação estatística de pa-
drões linguísticos tende a mitigar conflitos, homogeneizar estilos e reduzir sin-
gularidades históricas e culturais (Silva, 2022; Benjamin, 2023; Evangelista, 2023; 
Agarwal; Naaman; Vashistha, 2025). Como dispositivo central do capitalismo digi-
tal, a IAG combina exploração material e condicionamento subjetivo sob regimes 
extrativistas e coloniais, deslocando a autoria do sujeito situado para modelos 
que produzem coesão sem historicidade nem responsabilidade ética.

Em contraposição a esse movimento, discute-se o conceito de autoria 
crítica, não como categoria restrita à escrita, mas como posição teórico-crítica 
enraizada na tradição marxista e frankfurtiana. Nessa perspectiva, autoria crítica 
designa o exercício da crítica em sentido pleno – uma prática reflexiva e ética que 
confronta as formas históricas de dominação e busca reinscrever dissenso, me-
mória e responsabilidade na linguagem automatizada.

Articulam-se teoria crítica e pesquisas recentes sobre IAG para: (i) ana-
lisar seus efeitos sobre a linguagem, a autoria e a ética da escrita acadêmica; 
e (ii) compreender como tais ferramentas podem ser tensionadas, reapropria-
das e contestadas, abrindo possibilidades de resistência e de reinvenção ética 
da escrita, da pesquisa e da ação política diante da captura discursiva. Metodo-
logicamente, assume-se a mediação algorítmica como objeto e instrumento de 
reflexão – uma prática crítica imanente que se realiza no próprio ato de pensar e 
escrever em confronto com as mediações técnicas que expressam as dinâmicas 
do capitalismo digital contemporâneo 1.

O texto organiza-se em três partes: a primeira analisa como a IAG transfor-
ma a produção discursiva e subjetiva, reorientando sensibilidades e reduzindo a 

________________________
1	  Este artigo contou com o apoio de ferramentas de inteligência artificial generativa, especificamente o 

ChatGPT, versões 4 e 5, utilizado de forma ética, responsável e com mediação humana rigorosa, conforme 
Sampaio, Sabbatini e Limongi (2024) apresentam. A IAG foi empregada de modo complementar, 
por meio de prompts guiados por análises críticas e referências teóricas, em etapas como revisão, 
aprofundamento de argumentos e organização textual. Todo o conteúdo foi permanentemente avaliado 
e complementado pelos autores, responsáveis pela redação, estruturação argumentativa e busca de 
referências. Embora a IAG mobilize sentidos disponíveis em memórias discursivas históricas (Orlandi, 
2012), diferentemente do pensamento crítico humano, sua operação baseia-se na recombinação 
estatística de padrões linguísticos extraídos de bases públicas e privadas, em regime de coleta cuja 
legalidade e legitimidade são contestadas (Silveira; Cassino; Souza, 2021).
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autonomia crítica; a segunda discute as infraestruturas digitais e seus efeitos ma-
teriais, evidenciando dinâmicas de dominação, precarização e colonialismo digi-
tal; e a terceira mapeia possibilidades de resistência e reapropriação, com foco 
na construção coletiva de alternativas técnicas e políticas diante do capitalismo 
algorítmico.

As considerações finais reafirmam a imbricação entre linguagem, subje-
tividade e materialidade como núcleo das lutas por justiça social na era da inte-
ligência artificial, destacando a urgência de uma formação tecnológica crítica e 
de práticas insurgentes de escrita e pesquisa que resgatem a autoria como gesto 
criativo, coletivo e político, condição para uma ética e uma política da linguagem 
e do conhecimento no presente tecnocapitalista.

1 Linguagem, subjetividade e erosão da crítica na era algorítmica

A linguagem produzida por inteligências artificiais generativas dominan-
tes no mercado global2 pode soar indignada, empática e cuidadosa, mas perma-
nece reduzida a cálculo e simulação. São ferramentas desprovidas de implicação 
real, projetadas para imitar padrões discursivos com base em bancos de dados 
massivos e em algoritmos orientados por interesses corporativos (Crawford, 2021). 
Em um contexto de vulnerabilidade psicossocial e de reconfiguração relacional 
pós-pandemia, esse poder técnico faz com que sejam confundidas com subjeti-
vidades dotadas de afeto, consciência moral ou engajamento político (Bruno et 
al., 2024). Essa sedução algorítmica não é fortuita: insere-se em processos histó-
ricos de reprodução de desigualdades e opera segundo lógicas de classe que ex-
ploram a necessidade humana de reconhecimento, validação e orientação (Silva, 
2022; Zuboff, 2021; Ricaurte, 2019; Honneth, 2003).

A simulação de empatia e responsividade constrói uma ilusão de escuta 
que desarma a criticidade do sujeito. Essa performance afetiva, ao validar o usu-
ário sem resistência, suaviza o dissenso, dissolve contradições e suprime dúvidas 
e silêncios. O discurso, assim, é capturado por uma fluência confortável, que não 
produz elaboração crítica, mas respostas previsíveis, uma fusão entre o que o hu-

________________________
2	  Segundo o AI Index Report 2025 (Stanford HAI, 2025), em 2024, quase 90% dos modelos notáveis de 

IA generativa foram produzidos por empresas privadas, ante 60% em 2023, consolidando o domínio 
corporativo sobre o setor. Embora a academia ainda concentre a maioria das publicações altamente 
citadas, o desenvolvimento de modelos avançados, como GPT-4 (OpenAI), Gemini (Google), Claude 
(Anthropic) e LLaMA (Meta), permanece sob controle privado, sem acesso público integral a dados e 
parâmetros (Stanford HAI, 2025).
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mano deseja dizer (ou ouvir) e o que a máquina consegue recombinar ou aluci-
nar3 sem tensão.

Os efeitos são particularmente intensos entre crianças, adolescentes e jo-
vens, sujeitos em processo de incorporação de valores e de modos de sensibili-
dade. Em contextos de isolamento social e sobrecarga familiar, a IAG pode assu-
mir o papel de interlocutora afetiva, oferecendo validação constante e evitando 
o conflito. No regime da positividade, a ausência de dissenso aparece como cui-
dado (Han, 2018), naturalizando a harmonia e deslegitimando o confronto como 
parte formativa do pensamento crítico. 

Contudo, a dissolução da linguagem como vínculo e o esvaziamento da 
crítica não surgem com a IA, mas reencenam lógicas já dIAGnosticadas pela tra-
dição crítica. Lukács (2003) chamou de reificação a transformação do sujeito em 
coisa funcional ao sistema. Adorno e Horkheimer (1985) demonstraram como a 
indústria cultural neutralizava a crítica por meio da repetição e da promessa de 
prazer, agora reencenadas pela automatização algorítmica. 

Como observava Gramsci (2001), toda hegemonia implica uma relação pe-
dagógica. Repetindo estruturas argumentativas e critérios de aceitabilidade, a 
IAG forma subjetividades alinhadas à lógica dominante. Chun (2021) denomina 
esse processo de “habitualidade algorítmica”: um regime de repetição que edu-
ca sujeitos pela previsibilidade e pela obediência, esvaziando a linguagem como 
espaço de conflito. Han (2015) acrescenta que o desempenho incessante gera 
cansaço e enfraquece a disposição para a crítica, efeito intensificado pela IAG ao 
suavizar contradições e oferecer respostas prontas. Nesse clima de exaustão e 
fluidez, abrem-se brechas para formas autoritárias de consenso.

As tecnologias de linguagem operam sobre dados produzidos majorita-
riamente em sociedades ocidentais, especialmente nas formações do Norte Glo-
bal, marcadas por hierarquias históricas de gênero e raça, entre outros marcado-
res sociais. Ao oferecer respostas que evitam conflito e privilegiam a conciliação, 
a IAG reforça sentidos já consolidados e preserva estilos de expressão hegemô-
nicos. Como demonstra Nagle (2017), ambientes digitais reacionários reativam 
nostalgias de masculinidade hierárquica associadas a projetos misóginos e ho-
motransfóbicos. Fenômeno semelhante ocorre quando a IAG mantém diálogo 
fluido com discursos reacionários, evitando tensionar manifestações de racismo, 

________________________
3	  “Alucinação algorítmica” é um conceito que surgiu no campo computacional para definir os erros de 

uma IAG, isto é, quando gera “informações equivocadas ou imagens surreais” (Lemos, 2024).
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machismo ou homofobia sob a aparência de neutralidade. Nesse movimento, a 
repetição algorítmica atua como mecanismo de naturalização de normas sociais 
(Butler, 2004), ampliando a previsibilidade do discurso e restringindo a circulação 
de enunciações dissidentes, sobretudo aquelas produzidas a partir do Sul Global.

Ao reproduzir hierarquias e limitar o dissenso, a IAG altera o regime de 
confiança discursiva, afetando as esferas pública, política e acadêmica. A simu-
lação de afetos e discursos de justiça social, articulada à fluência automatizada, 
desmobiliza a autonomia crítica e esvazia a potência transformadora do discurso. 
Essa fluência performa engajamento, mas converte gestos de ruptura em merca-
doria simbólica, conforme a lógica do capitalismo algorítmico.

O resultado é um ambiente discursivo permeado pela desconfiança: tor-
na-se incerta a existência de sujeitos implicados por trás dos enunciados, geran-
do a sensação de que toda escrita é falsa, desinteressada ou maquínica. Essa crise 
da confiança não é apenas epistêmica, mas política e autoral: quanto mais a lin-
guagem é capturada por modelos estatísticos de previsibilidade, mais se apaga 
o gesto de inscrição crítica que caracteriza a autoria como responsabilidade e 
implicação. Ao corroer a confiança coletiva e fragilizar os vínculos simbólicos que 
sustentam o espaço público democrático, a captura algorítmica da linguagem 
reconfigura as condições de possibilidade da deliberação e da vida comum.

2 Capitalismo algorítmico e colonialidade das infraestruturas digitais 

Os efeitos da IAG sobre linguagem, subjetividade e vínculos sociais resul-
tam de decisões técnicas e políticas que estruturam sua arquitetura. Longe de 
neutra, essa arquitetura atua como dispositivo organizador de modos de dizer, 
sentir e pensar, consolidando infraestruturas que padronizam e reduzem a plu-
ralidade discursiva. Modelos treinados com dados do Norte Global reforçam pa-
drões eurocêntricos e racializados (Silva, 2022) – processo que Benjamin (2023) 
denomina “injustiça codificada”, ao converter desigualdades históricas em fun-
cionalidades algorítmicas. Agarwal, Naaman e Vashistha (2025) apontam que 
respostas do GPT-4 reproduzem estilos dominantes alinhados às convenções an-
glófono-ocidentais, enquanto Rettberg (2024) observa que textos literários em 
línguas menores, como o islandês, perdem traços culturais, revelando homoge-
neização narrativa.

Dois casos recentes ilustram como essa injustiça algorítmica assume for-
mas distintas, embora articuladas. Em 2020, o sistema de reconhecimento facial 
da Amazon identificou erroneamente um homem negro de Detroit como autor 
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de furto, resultando em sua prisão (Hill, 2020). Pesquisas indicam que classifica-
dores semelhantes apresentam taxas de erro de até 34,7% para mulheres negras, 
em comparação aos 0,8% para homens brancos, evidenciando o apagamento 
da presença negra nos dados de treinamento (Buolamwini; Gebru, 2018). Já em 
2024, o modelo Google Gemini 1.0 gerou imagens fictícias de “Vikings negros” e 
“papas asiáticos” ao ilustrar figuras históricas (The Economist, 2024), produzindo 
uma diversidade artificial sem base histórica, uma tentativa opaca de correção 
simbólica. No primeiro caso, há exclusão estatística de corpos negros; no segun-
do, inclusão descontextualizada que transforma reparação em distorção anacrô-
nica. Ambos expressam uma política algorítmica de representação enviesada, 
sustentada pela mesma racionalidade de governo das diferenças que recai sobre 
mulheres negras, populações racializadas e vozes historicamente marginaliza-
das.

A desigualdade de acesso à IAG manifesta-se também em sua arquitetura 
comercial. Usuários de versões gratuitas enfrentam restrições como limites de in-
teração, ausência de memória de longo prazo e menor personalização, enquanto 
modelos mais avançados permanecem restritos a corporações, instituições ricas 
e elites acadêmicas. Essa hierarquização aprofunda desigualdades epistêmicas e 
políticas, consolidando um regime de produção de sentido controlado por pou-
cos4.  

A ascensão da IAG como engrenagem central do capitalismo contempo-
râneo impõe repensar as formas de dominação e as possibilidades de reinvenção 
política. A questão não é apenas como a IAG transforma linguagem, experiência 
e trabalho, mas se ainda é possível disputar – em um contexto hiperautomatiza-
do e emocionalmente capturado por tecnologias corporativas – a construção de 
uma consciência crítica e coletiva. Zuboff (2021) descreve o capitalismo de vigi-
lância como lógica de lucro baseada na antecipação de desejos e na modelagem 
de comportamentos, na qual a IAG ocupa posição estratégica ao automatizar 
classificações, reforçar a previsibilidade e sustentar a extração de valor caracterís-
tica dessa forma de exploração.

Evangelista (2023), em sua etnografia do poder algorítmico, aproxima essa 
lógica do “colonialismo digital”: sistemas de IAG que ocultam critérios sob códi-
gos indecifráveis, concentram poder técnico, dificultam a contestação pública e 
convertem exclusões em resultados aparentemente neutros, configurando uma 

________________________
4	  Em maio de 2025, no Brasil, a assinatura do GPT Plus custava US$ 20 por mês, com acesso ao GPT-4 e 

funções extras. A versão Pro, com GPT-4.5 e recursos avançados, saía por US$ 200 mensais.
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nova forma de dominação epistêmica e política. Em perspectiva convergente, 
Silveira, Cassino e Souza (2021) denominam esse processo de “colonialismo de 
dados”, denunciando a dependência do Estado em relação a infraestruturas pri-
vadas, o que compromete a soberania informacional. A coleta massiva de dados, 
sem reconhecimento ou redistribuição justa, extrai saberes locais, transforma-
-os em insumos computacionais e os devolve como padrões normalizadores de 
cognição e linguagem – uma captura silenciosa dos modos de pensar e narrar o 
mundo.

Essas críticas ligam a cultura digital às disputas éticas, políticas e ambien-
tais. Lemos (2025) propõe que falhas e precariedades das infraestruturas, incluin-
do as da IA, são estruturais no Antropoceno, uma era em que a ação humana 
destrói ecossistemas e modos de vida. Esse quadro se agrava quando se obser-
va quem controla as infraestruturas da IA generativa: oligarquias tecnocráticas, 
alinhadas a projetos conservadores que configuram o mercado e o imaginário 
(Whittaker, 2023), promovendo ofensivas contra pessoas trans sob o rótulo de 
“identitarismo woke”. Preciado (2020) aponta que tecnologias digitais operam 
no controle e no apagamento de corpos dissidentes, enquanto Crawford (2021) 
evidencia o extrativismo de dados, minerais e energia que sustenta a IAG, agra-
vando a crise ambiental que recai sobre corpos precarizados e racializados, es-
pecialmente pessoas trans e dissidentes de gênero (Pelúcio; Irineu; Silva, 2025). 
Rêgo (2025) reforça que os ciclos de inovação em inteligência artificial não redu-
zem a fome nem redistribuem poder: ao contrário, aprofundam desigualdades 
e concentram recursos e controle, explorando intensivamente minerais, água e 
energia e obscurecendo racionalidades não digitais. Em contextos de precarie-
dade educacional, a IAG atua como colonização cognitiva, induzindo sujeitos à 
repetição de padrões linguísticos sem pensamento crítico e reiterando que a ex-
clusão digital, como alertava Silveira (2001). Isto é, também, a negação de condi-
ções políticas para a apropriação crítica da tecnologia.

Além dos efeitos sobre a linguagem, o uso da IAG como aceleradora da 
produção textual não reduz a carga de trabalho, mas altera o ritmo e o regime 
das expectativas de entrega. No período de transição, pode haver sensação pas-
sageira de ganho de tempo – enquanto persistem as referências à escrita analó-
gica –, porém, essa brecha tende a se fechar à medida que instituições e gestores 
ajustam suas métricas ao novo compasso produtivo. Assim, a IAG não alivia a 
pressão, mas realinha o padrão produtivista existente, restabelecendo a mesma 
lógica de exigência contínua que já marca o trabalho acadêmico e intelectual no 
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capitalismo contemporâneo. O resultado não é emancipação, mas intensificação 
do regime de produtividade (Han, 2015), agora sob novas formas de aceleração or-
ganizacional, compressão dos tempos de revisão e padronização da linguagem.

O dIAGnóstico das infraestruturas digitais como engrenagens de explo-
ração ressoa em uma tradição crítica mais ampla. Marcuse (1969), ao analisar a 
tecnologia na sociedade industrial avançada, advertia que ela integra estruturas 
de dominação ao configurar subjetividades e formas de vida: “A tecnologia serve 
para instituir novas formas, mais eficazes e mais agradáveis, de controle social e 
coesão social” (p. 18). Reconhecia, contudo, que, sob condições históricas revo-
lucionárias, a técnica poderia ser reapropriada como instrumento de libertação, 
rompendo com a racionalidade instrumental dominante.

3 Resistência crítica e reinvenção coletiva contra a captura discursiva

A inteligência artificial generativa representa mais uma etapa nas trans-
formações técnicas que, historicamente, alteraram a escrita e o pensamento – da 
prensa à máquina de escrever, do computador à IAG (Kittler, 1999; Chun, 2021; 
Crawford, 2021). Cada instrumento ampliou as possibilidades expressivas e facili-
tou o trabalho intelectual, mas também introduziu sobrecargas e desigualdades, 
afetando de forma ambivalente as relações sociais e o acesso ao conhecimento. 
Tecnologias de apoio à escrita são especialmente relevantes para a autonomia de 
pessoas com deficiência, ao vincular o direito à linguagem à superação de barrei-
ras materiais e simbólicas (Silva Junior; Vidal, 2023; Souza et al., 2024).

Reduzir a inteligência artificial a mero instrumento do capital é insuficien-
te, pois ela ocupa posição central na reorganização da vida social como ferra-
menta técnica, política e ideológica (Crawford, 2021; Ricaurte, 2019). Ignorá-la é 
delegar sua condução a uma oligarquia tecnocapitalista que concentra dados, 
infraestrutura e capacidade de orientar a linguagem e a atenção coletiva, conver-
tendo-as em mecanismos de acumulação e de controle afetivo-discursivo. Cria-
ção humana dotada de potência histórica, a IAG está em disputa. Pode expandir 
o pensamento crítico, reorganizar ideias e tensionar o já pensado, mas somente 
quando orientada por sujeitos capazes de historicizar e reinscrever suas formula-
ções em horizontes teóricos, éticos e políticos.

O avanço da IAG manifesta-se também por meio de transformações in-
dustriais e institucionais. O AI Index Report 2025 indica que 65,7% dos modelos 
fundacionais lançados em 2023 eram de código aberto, contra 44,4% em 2022 
e 33,3% em 2021. Ainda assim, os sistemas de maior desempenho, como GPT-4, 
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Gemini, Claude e LLaMA, permanecem fechados (Stanford HAI, 2025). Modelos 
abertos, com parâmetros e documentação acessíveis, possibilitam auditoria e 
adaptação científica e pedagógica, permitindo que universidades, laboratórios 
e escolas públicas atuem como incubadoras de modelos localizados, sensíveis a 
contextos linguísticos e políticos (Crawford, 2021; Silva, 2022). Experiências como 
as da Masakhane, Fundación Karisma, Coding Rights, Data for Black Lives e Bla-
ck in AI (2025) demonstram que organizações tecnopolíticas já analisam e con-
testam critérios de pertinência discursiva, desenvolvendo pedagogias de leitura 
crítica da linguagem automatizada.

Essas aberturas, embora não eliminem os riscos de reprodução de assi-
metrias, criam brechas para reapropriações científicas, educativas e políticas fora 
dos centros hegemônicos (Benjamin, 2022; Agarwal; Naaman; Vashistha, 2025). O 
crescimento de modelos impulsionados por Mistral, EleutherAI e Hugging Face 
amplia a transparência e a auditabilidade, mas também enfrenta os imperati-
vos de acumulação e controle que estruturam o campo da IA. Crawford (2021) e 
Benjamin (2022) alertam que, mesmo prezando a abertura, tais projetos podem 
reproduzir desigualdades por dependerem de infraestrutura corporativa e ino-
vação desigual. Birhane et al. (2021) e Raji et al. (2021) lembram que a abertura de 
código e de pesos não garante justiça algorítmica: repositórios públicos não im-
pedem apropriação corporativa, vigilância descentralizada ou reforço de vieses. 
A abertura, portanto, é um campo em disputa entre democratização e captura 
capitalista5. 

Reconhecer o potencial da IAG não implica otimismo, mas vigilância te-
órica e ética sobre como ela reorganiza a escrita. Ou a tecnologia é interrogada 
criticamente para fins coletivos, ou a sociedade será condicionada por elites tec-
nocorporativas que controlam a infraestrutura, os dados e os ritmos de inovação. 
A emancipação de subjetividades historicamente subordinadas exige politizar a 

________________________
5	   A startup francesa Mistral AI, apesar de lançar modelos como o Mistral 7B com código e pesos abertos, 

opera com capital de risco e estratégia de mercado agressiva, sendo avaliada em cerca de 2 bilhões 
de euros após captar €385 milhões em 2023 (Malik; Hu, 2024). Nesse caso, a abertura funciona como 
diferencial competitivo sem romper com lógicas proprietárias. Em sentido distinto, a EleutherAI 
surgiu como coletivo descentralizado para democratizar o acesso a modelos de linguagem e desafiar 
monopólios, mas enfrenta limites materiais e institucionais, como dependência de servidores e 
centralização de recursos computacionais (Biderman, 2023; Gao et al., 2020). Já a Hugging Face, central 
na difusão de modelos abertos e na formação de comunidades, é financiada por capital privado e, em 
2023, captou US$ 235 milhões, alcançando avaliação de US$ 4,5 bilhões (Wiggers, 2023). Comercializa APIs 
e modelos por meio de planos pagos, ilustrando a complexa relação entre abertura e sustentabilidade 
comercial.
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IAG, reivindicá-la como bem comum, fomentar inteligências coletivas e garantir 
ação coordenada de Estado, instituições e movimentos sociais, especialmente 
em educação, pesquisa e regulação. 

Quando operada criticamente, a IAG pode fortalecer a elaboração coletiva 
e o aprofundamento de dIAGnósticos sobre desigualdades que ela mesma tende 
a reproduzir. Seu uso demanda autoconsciência autoral e inserção em processos 
formativos capazes de tensionar suas contradições estruturais. O avanço técnico 
não implica progresso ético ou social, pode significar mais controle e vigilância 
(Stanford HAI, 2025). Kaufman, Junquilho e Reis (2023) alertam que a expansão 
desregulada da IAG conflita com direitos fundamentais e requer limites norma-
tivos. No Brasil, o PLS 2.338/2023 busca enfrentar esses riscos, mas a efetividade 
da regulação depende de lutas sociais mais amplas por justiça e soberania infor-
macional.

Essas disputas assumem formas concretas. Na China, o investimento es-
tatal em IAG integra um projeto de soberania tecnológica, com infraestrutura 
própria e formação técnica, mas também vigilância e censura algorítmica que 
restringem a deliberação pública (Lee, 2018; Roberts, 2018). No Brasil, o Piauí tem 
incluído a IAG na educação básica, articulando formação crítica de estudantes 
e democratização do acesso à internet como política de cidadania (Piauí, 2023; 
Piauí, 2025).

No horizonte da resistência crítica, multiplicam-se iniciativas insurgen-
tes que articulam ciência, ativismo e criação política. O projeto pan-africano Ma-
sakhane (2025) enfrenta a colonialidade algorítmica ao priorizar línguas africanas 
no PLN. Na América Latina, especificamente na Colômbia, a Fundación Karisma 
(2025) atua em direitos digitais e equidade algorítmica; no Brasil, o Coding Rights 
(2025) propõe práticas tecnopolíticas feministas por justiça de gênero, racial e 
econômica. Nos Estados Unidos, a Data for Black Lives (2025) utiliza dados para 
combater desigualdades raciais, e a Black in AI (2025) fortalece a presença negra 
na IA. Apesar das diferenças, todas recusam a captura discursiva do capitalismo 
algorítmico, construindo alternativas baseadas em justiça social e soberania in-
formacional.

Essa reflexão é decisiva diante da atuação de elites tecnocorporativas que, 
ao concentrar dados e capacidade de modelar a circulação discursiva, reorien-
tam processos democráticos e avançam projetos de governança algorítmica. 
Cunha (2025) alerta que a defesa de uma “República Tecnológica” por bilionários 
do setor não se limita às promessas de eficiência, mas envolve a transferência da 
deliberação coletiva para plataformas privadas, convertendo decisões políticas 
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em gestão corporativa da vida pública e naturalizando a concentração de poder. 
Reconhecer essa dimensão é fundamental para compreender que a IAG não é 
apenas ferramenta de escrita, mas forma de governo, que organiza sensibilida-
des e condiciona o campo do possível. Ainda assim, a tecnologia permanece em 
disputa. Brechas, contradições e usos insurgentes podem reconfigurar seus efei-
tos, desde que a crítica se traduza em práticas de autoria, educação e ação polí-
tica capazes de reinscrever conflito, memória e responsabilidade na linguagem 
automatizada.

Considerações finais

Este artigo analisou como a inteligência artificial generativa reorganiza 
a linguagem, a autoria e as condições materiais do trabalho intelectual, eviden-
ciando a disputa entre captura discursiva e autoria crítica no campo acadêmico. 
A reflexão ensaística articulou dimensões simbólicas e estruturais, demonstran-
do que a racionalidade produtivista e a concentração privada das infraestruturas 
digitais produzem formas de reificação da escrita e da crítica, convertendo a lin-
guagem em instrumento de regulação social e de acumulação de valor.

A principal contribuição teórica consiste em demonstrar que o processo 
de captura discursiva se intensifica na inteligência artificial generativa. A auto-
mação e o controle da linguagem, já presentes em outras mídias digitais, passam 
a incidir diretamente sobre o pensamento, a escrita e a organização do conheci-
mento. Trata-se de lógicas que articulam produtividade, colonialidade, padroni-
zação discursiva e administração algorítmica da sensibilidade, sustentadas por 
infraestruturas tecnopolíticas e regimes corporativos de poder. A produção de 
conhecimento na era algorítmica é atravessada, assim, pela contradição entre 
dependência e resistência: dependência das infraestruturas e das lógicas produ-
tivistas que viabilizam a pesquisa, e resistência às formas de captura e transfor-
mação da linguagem, do pensamento e da sensibilidade – e, por consequência, 
do próprio conhecimento e das relações sociais. Essa perspectiva amplia o deba-
te sobre ética e autoria na era digital, ao vinculá-lo às dimensões materiais, histó-
ricas e coloniais que estruturam o capitalismo algorítmico.

No campo das políticas públicas e do ensino, destaca-se a necessidade 
de uma formação tecnológica crítica que vá além do uso instrumental das fer-
ramentas, orientando-se para a compreensão histórica, material e social da in-
teligência artificial generativa. Tal perspectiva busca formar sujeitos capazes de 
pensar com a tecnologia e contra ela, reconhecendo seus condicionamentos, fi-
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nalidades e relações de poder. Ensinar a lidar com a IAG implica, assim, situar-se 
diante dela – compreender quem a produz, a quem serve e como opera – para 
que o uso não se converta em captura, mas em exercício crítico da linguagem e 
do pensamento. No âmbito acadêmico, reitera-se a necessidade de critérios de 
avaliação que reconheçam a mediação algorítmica como dimensão constitutiva 
da escrita contemporânea. Ainda assim, parâmetros éticos e de legitimidade ten-
dem a ser transitórios diante das rápidas transformações da IAG, de modo que a 
consistência crítica e a qualidade reflexiva do texto se afirmam como referenciais 
mais duradouros dessa disputa.

Embora de natureza predominantemente ensaística, a abordagem aqui 
adotada configura uma prática crítica imanente, que se realiza no próprio con-
fronto com as mediações algorítmicas que analisa. Futuros trabalhos poderão 
aprofundar a dimensão empírica, especialmente por meio da análise de práticas 
acadêmicas concretas, de políticas institucionais de uso de IA e de experiências 
de reapropriação crítica em contextos educacionais e científicos diversos.

Essas lacunas não invalidam o dIAGnóstico apresentado, ao contrário, 
indicam a necessidade de consolidar uma agenda de pesquisa sobre autoria e 
linguagem em tempos de automação, capaz de articular crítica teórica, análise 
empírica e proposições políticas. As experiências insurgentes discutidas ao longo 
do texto, como as iniciativas tecnopolíticas e educativas no Sul Global, demons-
tram que a autoria crítica pode converter-se em gesto coletivo de resistência e de 
criação, reabrindo o espaço da linguagem como campo de dissenso e de respon-
sabilidade compartilhada.

Preservar a escrita como campo de criação, reflexão e liberdade requer 
reconhecer a interdependência entre linguagem, subjetividade e materialidade. 
Essa tríade constitui o núcleo das lutas por justiça social e epistemológica na era 
da inteligência artificial, reafirmando que resistir à captura discursiva é exercer a 
crítica – teórica, ética e política – como prática coletiva de enfrentamento às for-
mas contemporâneas de dominação e de reconfiguração do espaço comum da 
linguagem e do conhecimento.
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